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ABSTRACT 

 

In this paper we propose a novel idea to increase the 

applicability of Bit Interleaved Coded Modulation with 

Iterative Decoding (BICM-ID) to legacy waveforms. One 

essential design parameter of BICM-ID receivers with 

respect to the error correcting capabilities is the symbol 

mapping of the digital modulation scheme. For instance, a 

so-called Semi-Set Partitioning (SSP) symbol mapping is 

well known to provide higher stepwise gains in robustness 

in every iteration than a Gray encoded symbol mapping.  

The novel approach is based on the idea to make in a first 

step in BICM-ID the deliberately false assumption that a 

well performing symbol mapping has been used at the 

transmitter, even though in reality a less powerful symbol 

mapping was applied. In a second step, the mismatch in 

both symbol mappings is compensated by a novel 

innovative transformation of extrinsic information. 

After having explained the novel idea in more detail, in this 

paper we will introduce the fundamentals of the required 

novel signal processing. In addition, we will present some 

first simulation results which demonstrate the best possible 

theoretically achievable performance gains.          

 

1. INTRODUCTION 

 

The key motivation for this research project is the 

assumption that in the future established legacy radios as 

well as modern Software Defined Radios (SDRs) will 

operate together in the same mission. Our objective is to 

provide the operator of an SDR an added value if compared 

to the operator of the legacy radio even if both are using the 

same waveform. This added value can be expressed in, e.g.,  

an increased robustness of the waveform and thus, in an 

increased communication range. In order not to impair the 

interoperability on the air interface with the established 

legacy radios in mixed mode, the actions to be taken should 

be applied primarily on the receiver side. 

J. Lewandowsky 

University of Federal Armed Forces Munich 

85579 Neubiberg, Germany 

  j.lewandowsky@unibw.de 

 

 

 

It has already been analyzed in a preliminary study [1], 

whether a so-called Bit Interleaved Coded Modulation with 

Iterative Decoding (BICM-ID) [2] receiver structure alone 

can provide the desired profits. Such a receiver is 

characterized in that the decoding result of the error 

protection mechanism is fed back to the demodulator in the 

form of reliability information (so-called extrinsic 

information). The latter one can exploit this extra 

knowledge to improve its initial detection result. By 

multiple, iterative exchanges of reliability information 

between demodulation as well as error protection significant 

gains can be achieved in case of an appropriate 

parameterization of the error protection as well as the 

modulation schemes. 

The preliminary studies [1] showed that it is not possible to 

achieve any gain by means of BICM-ID [2] when a Gray 

encoded symbol mapping is used in modulation. Around the 

turn of the millennium X. Li et. al. [3] have already shown 

that when using a so-called Semi Set Partitioning (SSP) 

symbol mapping significant gains in Bit Error Rate (BER) 

performance can be realized. But, this assumes that the SSP 

symbol mapping is used on both ends of the communication 

scheme, the transmitting and receiving end. However, the 

established legacy radios, to which interoperability is to be 

maintained, usually use a Gray encoded symbol mapping 

which is optimal for non-iterative receiver structures. 

As part of the research project it was now investigated 

whether it is possible to realize gains in robustness by an 

innovative BICM-ID receiver structure even for still 

applying a Gray encoded symbol mapping at the transmitter. 

The basic idea is to make the deliberately false assumption 

in the demodulation that at the transmitting end a (modified) 

SSP symbol mapping was used. This deliberately false 

assumption is corrected again in a subsequent novel 

transformation of extrinsic information.  

In this paper, it will be shown by using a representative 

example that a round-trip transformation between a Gray 

encoded symbol mapping as well as a (modified) SSP 
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symbol mapping exists. A particular challenge is that these 

transformations are not at the bit level (i.e., in GF (2), 

Galois Field), but work with reliability information (i.e., so-

called Log-Likelihood Ratios (LLRs or L-values) in the set 

of real numbers ). It will then be demonstrated in the 

context of a boundary experiment that in case of Error-Free 

Feedback (EFF) from the error protection mechanism to 

demodulation significant gains can theoretically be realized. 

However, so far these gains could not be obtained by 

simulation with the first practical implementation.  

 

3. TRANSMISSION SYSTEM WITH BICM-ID 

 

Figure 1 shows the block diagram of a transmission system 

employing Bit Interleaved Coded Modulation with Iterative 

Decoding (BICM-ID). 

 

 

 

 

 

 

 

 

 

 

Let us assume that a binary random source generates a 

sequence x of N bits x  {0,1}. A channel encoder (forward 

error correction, FEC) of rate r adds redundancy which can 

be exploited at the receiving end of the communication 

scheme for error correction. The channel encoded sequence 

y is then bit-interleaved. Digital modulation of order M 

maps ld M consecutive bits of the bit-interleaved sequence 

into a sequence s of symbols s.  

After transmission of the individual symbols s over an 

Additive White Gaussian Noise (AWGN) channel with 

known channel quality ES/N0, a sequence z of noisy 

elements  is received. ES is the mean energy per 

symbol s and N0/2 the single-sided noise power spectral 

density of the AWGN.   

The aim of the BICM-ID receiver is to recover the 

originally sent bits x as good as possible from the received 

sequence z. For this purpose, the inner component of the 

iterative process, i.e. Soft-Demodulation (SD), determines 

so-called extrinsic information in terms of L-values LSD,ext(y) 

individually for each coded bit y. Please notice, that the sign 

of these L-values indicates the binary hard-decision in bi-

polar format (i.e. a logical 0 becomes a bi-polar +1 and a 

logical 1 becomes a bi-polar -1) while the magnitude 

represents the reliability. Thus, the L-values can take any 

real value .   

After de-interleaving the L-values LSD,ext(y) of soft-

demodulation become a priori input knowledge LFEC,apri(y) 

for the Soft-Input/Soft-Output (SISO) FEC-Decoder. On the 

one hand, the SISO-FEC-Decoder can provide the hard 

decoded estimate  for the possibly send data bit x. On the 

other hand, the SISO-FEC-Decoder can provide its 

decoding gain in terms of LFEC,ext(y), or the interleaved 

counterpart LSD,apri(y), as a priori knowledge to soft-

demodulation. This new extra information helps soft-

demodulation to refine the original L-values LSD,ext(y). In 

case of a proper configuration of the system parameters, 

several iterations can provide reliability gains such that the 

number of residual bit errors in  decreases steadily.   

The comparison of the originally sent sequence x and its 

estimated reconstruction  allows to determine the Bit Error 

Rate (BER) as a function of the channel quality ES/N0. 

 

3.1. Simulation Examples 

Figure 3 shows the simulation examples for two different 

configurations of system parameters. In both examples, a 

terminated convolution code of rate r=3/4 with generator 

polynomial G(133,171)8 and puncturing pattern (1,1,0; 

1,0,1) is used to encode a sequence x of N=894 bits (plus 6 

bits for termination). In addition, in both examples 8-PSK 

(Phase Shift Keying) is used for digital modulation. The key 

difference between both examples is the symbol mapping 

which is used in digital modulation. 

 

  

 

 

 

On the one hand, a Gray encoded symbol mapping is used 

(see Fig. 2a). On the other hand, a (modified)
1
 SSP symbol 

mapping is applied (see Fig. 2b). It can clearly be seen in 

the simulation results that both system configurations 

provide different BER-over-ES/N0 behavior. A system 

design with a Gray encoded symbol mapping works best if 

no iterations are carried out, i.e. if soft-demodulation and  

                                                 
1 The SSP symbol mapping used here is not identical to the one 

proposed in [3], but offers the same Harmonic Mean = . 

Figure 1: Block Diagram of a Transmission System with  

Bit Interleaved Coded Modulation with Iterative 

Decoding (BICM-ID) 

Figure 2: 8-PSK Signal Constellation Sets with  

a) Gray encoded Symbol mapping  

b) (modified)
1
 SSP symbol mapping  
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SISO-FEC-decoding are realized only once. However, with 

a Gray encoded symbol mapping no noteworthy gains in 

BER can be realized by higher numbers of iteration. The 

BER performance remains the same for different numbers 

of iteration. In contrast, significant gains in BER can be 

realized by several iterations if a (modified) SSP symbol 

mapping is applied. The dashed-curve illustrates the best 

possible performance in case of Error-Free Feedback (EFF) 

of reliability information from the SISO-FEC-decoder to the 

soft-demodulator.  

 

4. NOVEL IDEA WITH TRANSFORMATION OF 

EXTRINSIC INFORMATION  

 

Obviously, a BICM-ID receiver with a (modified) SSP 

symbol mapping provides a much better BER behavior than 

a receiver with a Gray encoded symbol mapping. One of the 

reasons is a higher so-called Harmonic Mean dh [3]. The 

Harmonic Mean is a measure which is related to the EFF 

case. It determines a measure for the average Euclidean 

Distance between those signal constellation points which 

differ in exactly one bit position. The dashed lines in Fig. 2 

illustrate an example for the symbol mapping 000. It can be 

seen that on average the distances are higher for the 

(modified) SSP symbol mapping if compared to the Gray 

encoded symbol mapping. Thus, the question arises if we 

can exploit the higher Harmonic Mean of a BICM-ID 

receiver with a (modified) SSP symbol mapping even if a 

Gray encoded symbol mapping is used at the transmitter 

(  = 2.877 is greater than  = 0.809).  

Our novel innovative idea tries to exploit the higher 

Harmonic Mean dh of a (modified) SSP symbol mapping on 

communication links where actually Gray encoded symbol 

mappings are used. For that purpose, we make the delibera- 

tely false assumption in the soft-demodulation that at the 

transmitting end a (modified) SSP symbol mapping was 

used. This deliberately false assumption is corrected again 

in a subsequent novel transformation of the extrinsic 

information from  to . The respective 

inverse transformation needs to be applied to the reliability 

information  (becomes ), which is fed 

back from the SISO-FEC-decoder.    

Figure 3 illustrates the signal processing blocks which need 

to be replaced in the overall block diagram shown in Fig. 1. 

 

 

 

 

 

4.1. Transformations in case of Hard-Decision Decoding 

In order to simplify matters and to improve comprehen-

sibility of the new proposed scheme with Transformations 

of Extrinsic Information, let us start with the extreme case of 

Hard-Decision decoding. In that case we can focus on the 

coded bits y  {0,1} instead of considering the reliability 

values  The transfer of our considerations to these 

L-values will follow in Section 4.2.     

If we want to use a (modified) SSP symbol mapping in soft-

demodulation even though a Gray encoded symbol mapping 

was used at the transmitter, the Transformation block in Fig. 

3 needs to realize the mapping between both domains. In 

case of hard-decision decoding this can simply be done by 

matrix operations in GF(2), e.g., 

 

 

  (1) 

 

For instance, the symbol mapping   (see Fig. 

2b) becomes   (see Fig. 2a). Thus, the matrix 

on the right hand side of Eq. (1) can be used to transform 

symbol labels from the SSP domain in the Gray encoded 

domain. It is easy to prove that the inverse is given by 

 

  (2) 

 

 

Thus, as a first important intermediate result we can 

conclude that a transformation between both domains exists 

in case of hard-decision decoding.  

 

Figure 4: Soft-Demodulation with additional 

Transformations at Input and Output 

 

Figure 3: Bit Error Rate (BER) curves for BICM-ID 

receivers with different symbol mappings 

 

 

 . 
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4.2. Transformations in case of Soft-Decision Decoding 

However, BICM-ID receivers are based on Soft-Decision 

Decoding. That means reliability information in terms of L-

values is exchanged between the soft-demodulation and 

SISO-FEC-decoding components. In conclusion, simple 

matrix computations like in Eqs. (1) and (2) cannot be used 

to transform from the SSP domain into the Gray encoded 

domain and vice versa.   

 

4.2.1 The box-plus Operator  

However, techniques which are well known from Turbo-

decoding of linear block codes can be applied. In [4] J. 

Hagenauer et al. have introduced the so-called box-plus 

operation . The box-plus operation  is defined as 

 

     (3)   

 

and determines the reliability value for the combination of 

two L-values. Simply speaking, applying the box-plus 

operation “ ” to L-values corresponds to the XOR-

combination “ ”of binary values.  Thus, Eq. (1) becomes 

(the lower index “SD,ext” is skipped to enhance readability) 

 

 

 

 

in case of soft-decision decoding. Eq. (4) determines the set 

of equations which need to be applied to the L-values in 

order to perform the transformation from the SSP domain 

into the Gray encoded domain.  

 

4.2.2 The box-minus Operator  

For the inverse transformation we need another operator 

which was at first introduced by T. Clevorn et al. [5] as box-

minus operator . This box-minus operator  is defined as  

 

  (5) 

 

and can be considered as the inverse operator to . With 

the box-minus operator  we can ensure that 

 

 .    (6) 

 

Hence, it is easy to prove that Eq. (2) must be re-written as 

(the lower index “SD,apri” is skipped to enhance readability) 

 

 

 

    

 

in order to make sure that Eq. (7) is the inverse of (4). It is 

important to note that the box-minus operation, as it is 

defined in Eq. (5), provides a real numbered output value 

 only if  .      

Thus, as a second important intermediate result we can 

conclude that also in case of soft-decision decoding 

transformations between both domains, the SSP domain as 

well as the Gray encoded domain, exist. However, in order 

to make sure that both transformations are exactly inverse to 

each other the box-minus operator  becomes necessary. 

Introducing the box-minus operator  reveals some new 

challenges for a practical implementation because it 

provides real-valued outputs only for specific relations of 

the inputs (i.e.   ). Unfortunately, this 

cannot be guaranteed in the BICM-ID receiver because of 

the soft-demodulation block which is located between both 

transformations (see Figure 3). 

  

4.2.3 The Box-Minus Operation Issue in the EFF Case 

Before proposing a first attempt to solve the box-minus 

operation issue, let us consider the extreme case of Error-

Free Feedback (EFF). On one hand, the EFF case will give 

us some idea about the best possible theoretically attainable 

performance of the BICM-ID receiver. On the other hand, it 

allows us avoiding the box-minus operation issue. In the 

EFF case the L-values  take the values  (i.e. 

 for  and  for . Table 1 summarizes the 

results of the box-minus operation according to Eq. (5) for 

all combinations of  and  in the EFF case. 

 

Table 1: Results of the Operation in the EFF case 
 

   
   
   
   
   

 
Thus, in the EFF case we can use a lookup table instead of 

implementing the box-minus operation as defined in Eq. (5).  

 

4.2.4 First Attempt to solve the Box-Minus Operation Issue  

The EFF case is an extreme case that gives insights in the 

best possible theoretically attainable performance of the 

BICM-ID receiver. For a practical implementation under 

regular conditions it remains to be a challenging task to 

provide solutions for situations in which . 

As a first attempt, we propose to replace all these box-minus 

operations of Eq. (7) by box-plus operations whenever 

. For instance, Eq. (7) becomes 

 

  (8) 

 

 

    

if Note, on a case-by-case decision 

we only replace the operation and not the entire line in 

which  (see, e.g., last line of Eq. (8)). 

 

 

       

    (4) 
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Thus, instead of using the box-minus operation we propose 

to use the box-plus operation. Of course, this also means 

 

 .    (9) 

 

Anyways, the main purpose of this paper is to provide the 

basic idea of an innovative BICM-ID receiver with a novel 

transformation of extrinsic information. For this we 

introduce the fundamental math in Section 4.1 and Sections 

4.2.1 and 4.2.2 as well as an approach to determine the best 

possible theoretically attainable performance in Section 

4.2.3. The solution for the box-minus operation issue 

proposed in Section 4.2.4 may just be considered as a first 

attempt allowing a first implementation for simulation 

purposes. Better approaches might exist. This is a matter of 

ongoing research work at our institutes.   

 

5. SIMULATION RESULTS 

 

Figure 5 shows the simulation results for the novel BICM-

ID receiver with a Transformation of Extrinsic Information 

(TEI, see right part of Fig. 4). The simulation settings are 

the same as in Section 3 (see Fig. 3) for the classic BICM-

ID schemes with a standard soft-demodulation block (see 

left part of Fig. 4). 

 

Obviously, the BER curve for the EFF case of the new 

BICM-ID receiver with transformation of extrinsic 

information (TEI) outperforms the BICM-ID receiver with a 

classic soft-demodulator for a Gray-encoded symbol 

mapping considerably. For instance, for a BER of 10
-6

 gains 

in ES/N0 of up to 5.47 dB are theoretically achievable.  

However, we are not able to realize these theoretical gains 

with the first attempt to solve the box-minus operation issue 

as introduced in Section 4.2.4. Like the simulation results 

for the (modified) SSP symbol mapping shown in Fig. 3 

there is an expected loss in BER-over-ES/N0 performance if 

we realize soft-demodulation and SISO-FEC decoding only 

once. But, unlike the simulation results for the (modified) 

SSP symbol mapping the performance does not improve for 

higher numbers of iteration. Unfortunately, the BER 

behavior remains the same for different numbers of 

iteration. Further research work (like an EXIT-chart 

analysis) is necessary to find a better solution for the 

challenging box-minus operation issue.   

 

6. CONCLUSIONS 

 

In this paper we have proposed a novel innovative idea for 

BICM-ID receivers. The key motivation for introducing the 

new signal processing was to provide an added value 

(higher robustness, longer communication ranges) to 

operators of modern SDRs while preserving interoperability 

to legacy equipment. For this purpose, in a first step, the 

deliberately false assumption is made that a well performing 

symbol mapping has been used at the transmitter, even 

though in reality a less powerful symbol mapping was 

applied. In a second step, the mismatch in the symbol 

mappings at the transmitter and receiver is compensated by 

a novel transformation of extrinsic information. 

After having introduced the fundamentals of the required 

novel signal processing, we have demonstrated by 

simulation the theoretically achievable performance gains in 

the error-free feedback case are considerable. However, for 

a practical implementation under regular conditions the box-

minus operation turned out to be a critical element. Finding 

a proper solution for the box-minus operation issue is still a 

matter of ongoing research work. 
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ABSTRACT 
 
In this paper we show an overview of development, imple-
mentation and improvement of waveform for tactical com-
munications. Our philosophy is based on the utilization of 
low-cost software-defined radio (SDR) platforms in low-
rate communications. We choose a fully-software approach 
to minimize development times and costs, and to exploit the 
technological progress in terms of general purpose proces-
sors. For this reason, Ettus universal serial radio peripheral 
(USRP) platforms have been chosen. The waveforms im-
plementation has been done thanks to an open-source SCA 
(software communication architecture) compliant frame-
work, called OSSIE (Open Source SCA Implementation 
Embedded), which provides useful tools that allow correct 
and easy implementation. This work is the result of collabo-
ration between CNIT-University of Pisa and CSSN-ITE 
Vallauri Institute of Italian Navy. 
 

1. INTRODUCTION 
 
The evolution of tactical radio has always been in contrast 
with money saving, both for the technical requirements of 
radio military standards and for the cost of new technologi-
cal solutions. Until now, hundreds of radio standards are 
developed to satisfy the need to communicate in several 
ways and to operate in different scenarios and frequency 
ranges, and hundreds of hardware are made to handle this 
kind of communications. From this point of view, software 
defined radios (SDRs) represent the present and the future 
of telecommunications and could be a promising solution in 
terms of costs and compactness. Their huge versatility, 
combined with new fast wideband components, allows sev-
eral waveforms to be managed, exploiting the same plat-
form hardware, covering large portions of frequencies and 
reducing costs to buy and employ different hardware radios. 
Working on low-cost SDR platforms, some fully-software 
approaches have appeared in the last few years [1], thanks 
to the fact that all signal processing blocks can be run on 

general purpose processor (GPP), thus significantly reduc-
ing development costs and times. The paradigm has already 
been the winning choice for the diffusion of SDRs in the 
commercial field, also thanks to several open-source devel-
opment tools. This methodology can also be applied in the 
military context, in which most research is orienting in de-
veloping waveforms jointly, based on a common software 
communication architecture (SCA). Following this trend of 
research, this paper presents our recent results in which we 
focused on building several digital waveforms, such as 
STANAG 4285, STANAG 4539, MIL-STD-188-110A and 
MIL-STD-188-110B [2-5], to mention a few. In order to 
follow our low-cost philosophy, we implemented our codes 
on Ettus USRP B100 and USRP 1, two of the cheapest SDR 
platforms available on the SDR market, exploiting an open-
source SCA-compliant development tool. In particular, we 
made use of Open-Source SCA Implementation - Embedded 
(OSSIE) [6] in its last version, which guarantees the code 
portability. This set of codes provides a suite of baseline 
waveforms which are useful to test the interoperability of 
different waveforms on several platforms, and to prove the 
potential of the fully-software approach on the SCA envi-
ronment. Thanks to several complexity-saving architectural 
choices, these waveforms require few resources in terms of 
occupied memory and central processing unit (CPU) con-
sumption, and they can also be run also in limited-resource 
equipment, always maintaining good communication per-
formance. 
 

2. WAVEFORM 
 
The waveforms used in this work are a suite of digital high 
frequency (HF) / very high frequency (VHF) waveforms for 
tactical and strategic communication. To the best of our 
knowledge, these waveforms are rarely used with SDR 
technology. These standards are characterized by low data 
rates, no need for infrastructure, and unclassified documen-
tation in most parts. The PHY (Physical) and MAC (Medi-
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um Access Control) layers can represent the starting point 
for a common upper layer. 
 
2.1 STANAG 4285 
 
The STANAG 4285 standard [2] is the simplest waveform 
implemented in this work. More in detail, it provides six 
data rates, from 75 bits/s up to 2400 bits/s, with different 
feature in terms of forward error correction (FEC), inter-
leaver dimension, and modulation. 
This waveform is composed by a digital source that gener-
ates information bits and other data necessary for the com-
munications, such as SOM (start-of-message) and EOM 
(end-of-message) words, expedient to understand when 
source transmission begins and ends, and flush bits, useful 
to reset memories of the interleaver and the encoder.  
FEC is a function of the data rate, and it is based on convo-
lutional encoding with rate 1/2, constraint length 7, poly-
nomial generator (91,121)10 and repetition encoding. For the 
highest data rate, a code rate of 2/3 is achieved when apply-
ing convolutional coding and puncturing. After that, the 
encoded and punctured bits are forwarded to the interleaver. 
For data rates 1200 and 600 bits/s, only the convolutional 
code is used. For the other cases, FEC is composed by a 
concatenation of repetition encoding and convolutional en-
coding. 
A convolutional interleaver with pseudorandom access to 
delay lines that compose the component follows the FEC 
phase, shuffling encoded bits in order to avoid burst errors. 
The interleaver dimension ranges from 0.853 s (short) to 
10.24 s (long). Puncturing, when applied, is used to modify 
the data rate after interleaving operation. 
After this operation, the interleaved bits are mapped into 
PSK modulated symbol by using BPSK (binary phase shift 
keying), QPSK (quaternary phase shift keying) or 8-PSK 
(8-ary phase shift keying), according to employed data rate. 
These symbols are scrambled and included in a frame com-
posed by 80 synchronization symbols, and four slots of data 
symbols separated by 16 reference symbols set to zero. Fi-
nally, the frames are sent to a transmission filter shaped as a 
square-root-raised-cosine filter with roll-off factor α = 0.2. 
 
2.2 STANAG 4539 
 
The STANAG 4539 standard was introduced by NATO to 
support interoperability with U.S. MIL-STD-188-110B. In 
this work, we have developed the high data rate traffic 
waveform, described in [3, Annex B], supporting data rate 
from 3200 bits/s up to 12800 bits/s.  
This waveform is composed by a digital source that produc-
es information bits or EOM to close data transmission or 
flush bits set to zero to reset memory of the components. 
Information bits are encoded, where foreseen, by convolu-
tion code with rate 1/2, constraint length 7, polynomial gen-

erator (91,121)10, punctured to produce a rate 3/4 block 
code that shows the same length as the interleaver one. The 
latter is a block interleaver with variable dimension, fol-
lowed by a PSK mapper (QPSK or 8PSK), or QAM (16, 32, 
64) according with data rate. 
Mapped symbols are scrambled and are included in a frame 
composed by synchronization preamble, data and reference 
symbols called mini-probe. 
Then, the frame are filtered by a root raised cosine (RRC) 
filter with roll-off factor α = 0.35. 
 
2.3 MIL-STD-188-110A 
 
The MIL-STD-188-110A standard [4] is a low rate HF 
waveform, comparable with HF NATO version STANAG 
4285. Its data rate ranges from 75 bits/s to 4800 bits/s. Two 
transmission options are provided: fixed frequency and fre-
quency hopping. 
Similarly to the prior waveform, this digital source produces 
information bits or EOM message to close data transmission 
or flush bits set to zero to reset memory of the components. 
FEC is given by convolutional code with rate 1/2, constraint 
length 7 and polynomial generator (91,121)10, with possible 
puncturing, or concatenation of repetition code with a con-
volutional code. 
Block interleaving follows the FEC component, and a modi-
fied Gray decoder maps the input data into a Gray map. 
Frames are composed from these binary digits, including 
synchronization preamble and reference symbols, mapped 
into PSK maps. Complex symbols are scrambled and sent to 
the transmission filter. 
 
2.4 MIL-STD-188-110B 
 
The MIL-STD-188-110B, Appendix C standard is consid-
ered in this work [5]. The waveform features are the same 
as STANAG 4539. For this reason, we omit its description 
for the sake of brevity. 

 
3. FRAMEWORK 

 
There are several frameworks that can be used for the de-
sign and the development of SDR waveforms. Among 
these, GNUradio [7] is probably one of the most widely 
known and appreciated by community of developers, as it is 
user friendly, requires a light implementation, and supports 
the major low-cost development platforms, such as USRPs 
[8] (through UHD driver) and RTL-SDR [9] receivers 
(through Osmocom driver). 
Another good example is provided by Mathworks 
MATLAB [10], that recently released functionalities to in-
tegrate low cost hardware platforms (such as USRPs, and 
RTL-SDR) to go beyond simulation. 
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However, when dealing with tactical waveforms, a different 
perspective shall be taken into account. Although there is 
not an official and universally accepted standard for tactical 
waveforms, the SCA [11] is a de facto standard.  
In brief, SCA represents the open implementation-
independent framework, introduced from U.S. Defence with 
JTRS (Joint Tactical Radio System) program, to create a 
common interface between any hardware and waveform 
components. 
This simplifies the waveform development on many SDR 
platforms, irrespectively of the internal architecture, in order 
to maximize portability, interoperability, and configurabil-
ity. 
SCA and SCA-based development tools allow components 
and logical devices to be easily designed. The first one pro-
vides for the management and execution of the software that 
manipulates input data and determines the output of the sys-
tem. The latter represents the software that provides the 
capabilities for waveforms to execute and access to the sys-
tems hardware resources. The presence of a middleware 
called CORBA (Common Object Request Broker Architec-
ture) enables communications between components and 
between components and device [12]. SCA, currently pub-
lished in version 4, is adopted in the U. S. under the control 
of Joint Tactical Network Center (JTNC). Moreover, the 
version 2.2.2 of the SCA standard is the basis of the major 
reference architecture for SDR in Europe, in particular Eu-
ropean Secure SOftware defined Radio (ESSOR). 
These are the reasons that led us to select a SCA-compliant 
framework. In particular, OSSIE [6] has been chosen as the 
SCA-based development tool. It is an open-source tool, 
based on a Linux operational environment that facilitates 
the component and waveform construction, device alloca-
tion and connection between themselves. The software 
package includes: an SDR core framework based on the 
JTRS SCA v2.2.2; the Waveform Workshop, a set of tools 
for rapid development of SDR components and waveforms 
applications; and an evolving library of pre-built compo-
nents and waveform applications. Furthermore, OSSIE sup-
ports the employment of low cost SDR platform such as 
Ettus USRP and its libraries. 
OSSIE has been developed by Virginia tech. Since its sup-
port has been discontinued, the latest available version is 
0.8.2. In this work, we worked on this version of OSSIE in 
which we installed UHD (Universal Hardware Driver) to 
control each kind of USRP platform. Given that last release 
of OSSIE was on 2010, we modified some files of UHD in 
order to be able to use newer platforms. 
This modification focuses on definition of the USRP port, 
both for reception and transmission, and other syntax com-
ponents.  
We have also customized an Ubuntu operational environ-
ment in which we can find a well-functioning OSSIE ver-

sion with external updates libraries, such as liquid-dsp [13],  
modified UHD driver and device and component suite. 
The REDHAWK project [14] is the follow-up of the OSSIE 
project. REDHAWK is freely available, although it is not 
open source as it is copyrighted by a group comprising the 
U. S. Government, research institutions and Industries. 
REDHAWK is partly based on the code developed within 
OSSIE project, and allows the development and testing of 
waveforms with a graphic interface based on block dia-
grams, similar to well-known products such as Simulink and 
LabView. 
REDHAWK is designed to run on Linux CentOs, although 
a porting for Ubuntu Linux is available. We have started 
experimenting development with REDHAWK framework 
even though we found that integrating USRPs is not trivial, 
as some issues with the UHD driver are still to be resolved. 
 

4. PLATFORM 
 
To test implemented waveforms on development platforms, 
we chose USRPs, manufactured by Ettus research [7]. In a 
nutshell, the USRP is a low-cost development platform 
widely adopted by research community, at the point that it 
has nearly become the de facto standard platform in the re-
search community. 
The USRP offers all the functionalities of a radio frequency 
(RF) front-end, intermediate frequency (IF) conversion, and 
baseband conversion. It gives high flexibility in the choice 
of hardware as it is based on a motherboard-daughterboards 
paradigm: core functionalities are performed on a mother-
board where several types of daughterboards can be 
plugged, depending on the operational requirements. 
For example, on the motherboard side of USRP 1, we find 
an analog-to-digital converter (ADC) section composed by 
four ADCs, that are in charge of the digital conversion with 
a sample rate of 64 MS/s and a digital-to-analog converter 
(DAC) section composed of four DACs working with a 
resolution of 14 bits. The heart of the motherboard is a field 
programmable gate array (FPGA), which is mainly in 
charge of baseband conversion of digital signal and of the 
sample rate adaptation between USRP and universal serial 
bus (USB), which represents the interface with the GPP. 
On the RF side, the daughterboards can be chosen among 
different models, according to the operating band in TX and 
RX. Each daughterboard can access two out of four ADCs 
(in RX) and DACs (in TX) of the motherboard. The daugh-
terboard is connected with the FPGA, so that it can receive 
commands from the motherboard. Daughterboards manage 
the path from IF conversion till RF front-end. 
The USRP is designed so that baseband processing required 
by the waveform is carried out on the GPP of the host per-
sonal computer (PC). This means that most signal pro-
cessing burden, such as filtering, modulation, and coding, is 
performed by the GPP. On the TX side, the processed digi-
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tal I/Q samples are processed on the GPP and then trans-
ferred via the USB link to the USRP motherboard. Here, 
digital samples are interpolated in order to increase the 
sample rate from 32 MB/S allowed by USB 2.0 link to 64 
MS/s. As each digital sample is represented by 16 bits (for 
the I and Q branches) on the USB link, we need 4 bytes of 
data to be transferred in order to obtain a complex sample. 
Then, since the USB link allows a 32 MB/s rate, this is 
equal to an 8 MS/s rate. This means that on the USRP 
motherboard we need to interpolate the received samples by 
a factor of (at least) 8, in order to obtain a 64 MB/s rate.  
 After interpolation, samples are digitally converted to IF. 
Finally, digital samples are converted to analog I and Q by 
the DACs and passed to the RF frontend of the daughter-
board. On the RX side, the same operations are performed 
in the opposite order. 
The main drawback of the USRP is the bottleneck caused 
by the USB link that represents a limit for high-rate com-
munications. However, USRPs have evolved from the first 
series, and now several types of platforms are available, 
with different characteristics and performance: 
 X series: for high-performance applications, with mul-

tiple connection options; 
 N series: with Gigabit Ethernet connection; 
 B series: with USB 3.0 connection; 
 E series (embedded) with an embedded processor. 
In this works USRP B100 and USRP 1 have been used. 
 

5. IMPLEMENTATION 
 
The implementation phase has been divided in two phases: 
the first one focused on developing components, and the 
second one on building, simulating and improving the 
waveforms. 
Using OSSIE, we can implement components and nodes in 
a guided way. Nodes are groups of logical devices that rep-
resent hardware items in which we allocate components and 
running them. To build logical devices, drivers prove to be 
necessary, whereas for components we just select few op-
tion, such as the number and the type of input/output ports, 
properties, etc. to generate some files which define the 
component, for example, XML files, that describe compo-
nent, package and properties, and component class header 
and implementation definition files, responsible of the in-
ternal processing. 
The latter two files are C++ codes, and they have been mod-
ified to customize the executed procedure. These represent 
the core of our work, and inside theirs we can use external 
libraries, such as dsp-liquid [14] or fftw [15]. 
Talking about parameters, it is important to underline that 
OSSIE does not properly manage the properties that could 
be changed real-time. Indeed through Wavedash, a tool of-
fered by OSSIE suite, we can modify these parameters 
while the code is being executed, although in some cases 

these modifications are not processed by OSSIE. To avoid 
this problem, we defined some global variables directly on 

the header file, although it cannot be modified while the 
component is running.   
In order to simplify the implementation and to enable future 
improvements, we implemented each component of the 
transmitter and receiver chains as OSSIE components. 
This way to operate has brought several advantages and 
disadvantages: we can exploit each component for creating 
other waveforms without writing again the codes, so we got 
a suite of useful components, usable in each moment. Fur-
thermore generic components are able to adapt to several 
conditions, setting only a few parameters. 
In this manner we maximize the flexibility of our compo-
nents, but penalize it from the point of view of efficiency. 
Indeed, a generic component pays a trade-off between flex-
ibility and efficiency. Therefore, starting from generic ver-
sion, we implemented dedicated components for each case 
in which we optimized codes to obtain better performance. 
This paradigm has been extended to waveform composition. 
We can build a waveform using generic components chosen 
from our suite, connecting and setting theirs in correct man-
ner. This method made us waste many computational re-
sources, and degrade the performance in terms of through-
put and latency, inasmuch each component allocates a pro-
cess into logical device, such as the GPP processor. 
CORBA is the main responsible for this behavior. Through-
put and latency are factors of both CORBA and the underly-
ing transport used by CORBA, and depending from mes-
sage size exchanged by each component, as showed in [16] 
and [17]. Furthermore CORBA inserts a heavy overhead for 
each component employed for running the waveform. 
Fragmentation of waveform enhances this trend and gets 
worse performance. Measurements of CORBA computation 
overhead for a GPP system with the Ossie CF and Om-
niORB have been provided in [18]. 

Fig. 1 – Comparison between compact and fragmented 
waveform in terms of execution time  
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Learning from these works, we build a waveform in com-
pact mode, composed by only two components, one for 
producing/elaborating data and one for transmit-
ting/receiving theirs. In fact, the extended waveform is not 

able to transmit and receive real-time data, but only to pro-
duce a dump file for offline communications. A perfor-
mance comparison between these two types of waveform 
will be shown in the next chapter. 
 

6. SIMULATION AND TEST 
 
We have tested the waveforms described above in the 
LANCERS Laboratory [19]. There, exploiting simulation 
tools and instrument sets, RF measurement instruments, and 
human capabilities, we have tested the tactical waveforms 
described in the Section 2, starting from the test and evalua-
tion (T&E) procedure. 
After analyzing documents of the military radio standard, 
we have implemented C++ codes of each component that 
compose both transmission and receiver chains. As men-
tioned in Section 5, we first implemented waveforms by the 
employment of generic components, and then dedicated 
components. In this way, already at the time of the simula-
tion, we tested the two implementation modes. 
In order to stress the waveform elements, we test each one 
end-to-end, or rather, assaying a chain composed by only 
specific element and by its counterpart. We also verify the 
entire waveform with varying channel features starting from 
the additive white Gaussian noise (AWGN) channel, up to 
more complicated models. 
After this first phase, we modeled OSSIE components, in 
both a generic and a dedicated fashion. After testing these 
elements, we designed the entire waveform, first in a frag-
mented mode, composed by several elementary elements, 
and then in a compact mode. 
Simulations have been running on nodes composed by only 
GPP. In these simulations we evaluated the bit error rate 
(BER) for several channel models and as a function of the 

signal-to-noise ratio (SNR) for each implemented wave-
form. 
In order to evaluate also the performance in terms of execu-
tion time, we run N=400 times the STANAG-4285 wave-

form at 600 bit/s mode with short interleaver varying the 
amount of data, and we got the compacted waveform results 
about 1.4 times faster than fragmented waveform, as shown 
in Fig.1. Furthermore each component of the fragmented 
waveform or each function that implements the component 
in the compact waveform provides a log file, in which we 
can find data input, data output and other features that can 
suggest a correct working or a malfunctioning. 
When each component behaves as expected, we can change 
the node, passing to another one, composed by GPP and 
UHD device. The first one will process the baseband sam-
ples, whereas the second will handle the up or down con-
version to RF. Here, we perform the “over-the-air” testing, 
verifying the quality of the generated signal in terms of 
band occupation, filter shape, modulation correctness and 
out-of-band emission, as you can see in Fig.2 and Fig.3. 
During these tests, Ettus USRP platforms driven by OSSIE 
appeared to present some problems in terms of spurious in-
band emission. Indeed, the carrier signal produced by the 
local oscillator is present in the useful band during the re-
ceiving phase. Partial presence of carrier signal is also pre-
sent after the end of transmission. The first problem has 
been solved by modifying the UHD driver, whereas the sec-
ond problem is yet to be solved.  
 

7. CONCLUSION AND FUTURE WORK 
 
In this paper, we showed our fully-software implementation 
of tactical waveform on low-cost SDR platforms, such as 
Ettus USRP platforms, by means to the open-source SCA-
compliant framework called OSSIE. We analyze implemen-
tation methods about fragmented and compact waveform, 
describing pros and cons, also supported by test results. 

Fig. 3 - Stanag 4285 Spectrum Fig. 2 - 8PSK Constellation of Stanag 4285 from 
digital spectrum analyzer 
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As a future activity, we are going to extend the implementa-
tion of several additional waveforms, also including upper 
layers, such as TCP/IP and application layers, into the simu-
lation platform and also evaluate frequency hopping capa-
bilities. We are also planning the testing of the implemented 
platforms in a real scenario, also including the interoperabil-
ity control among the features of our simulation suite. 
Migration to newest SCA-compliant framework RedHawk 
is also expected. 
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ABSTRACT 
 
Interferences over GSM/GSM-R networks are suspected to 
increase in the near future, due to the expected growth of 
GSM-R network deployment and the potential growth of 
public cellular networks. The problem of interference over 
GSM-R spectrum has become a very sensitive theme since 
high speed train information is conveyed over GSM-R radio 
signals. In this paper we investigate a set of algorithms, 
which can be executed on a Software Defined Radio (SDR)-
based sentinel to be deployed on the field. This sentinel is 
able to detect interference signals on the GSM/GSM-R 
bands as well as discover the Public Land Mobile Networks 
(PLMN) transmitting on the band under analysis. 
 

1. INTRODUCTION 
 
Recently, some GSM-R operators have observed operational 
limitations caused by interferences from public networks 
emissions. The interference issue is suspected to increase in 
the near future, due to the expected growth of GSM-R 
network deployment and the potential growth of public 
cellular networks. The problem of interference over GSM-R 
spectrum has become a very sensitive theme since high 
speed train information is conveyed over GSM-R radio 
signals. This clearly implies that an interference signal over 
the GSM-R band becomes a public safety criticality. In fact 
an undetected interference might lead to undesired service 
blocks or even worst to railways disasters. For all these 
reasons, the European Community has highlighted the need 
for some regulations [1], which foresee an efficient 
interference detection system as well as a reliable mitigation 
mechanism. The European Community has also proposed 
some possible countermeasures for mitigating the risks of 
interferences, using a preventive approach. Some solutions 
have been identified in [1], [2]. 
Instead in China a different interference scenario has been 
identified. Chinese railways provider uses a band, which is a 
sub-portion of the public GSM spectrum. According to [3], 
the 885÷889/930÷934 MHz EGSM radio resource can be 
used by both public GSM operators and GSM-R systems 
depending on different geographic areas. Specifically, public 
GSM operators are allowed to transmit on 885÷889/ 
930÷934 MHz bands if their BTSs are geographically 
separated by the railways of, at least, 3 km in rural areas and 

of, at least, 6 km in urban areas [3]. This solution of co-
using a radio band is a precedent in the world of wireless 
communications. This has led to severe interference 
conditions and transmission collisions, since, even obeying 
geographical regulation, interference between public GSM 
and GSM-R is not avoided. 
The main contributions of this paper are: i) a novel 
Interference Detection Algorithm (IDA) for GSM/GSM-R 
signals; ii) a set of software algorithms intended for PLMNs 
Discovery (PLMND). 
All these algorithms are developed for SDR purposes and 
have been tested on real-signals, using a Universal Software 
Radio Peripheral (USRP) front-end. The novelty of the 
algorithms for PLMND is mainly related to the SDR-target 
implementation, i.e. a software implementation designed to 
run over a GPP. 
IDA and PLMND are designed to work jointly. In fact, after 
switching on the sentinel, a first stage of initialization and 
networks discovery is carried out. After the initialization 
stage, the spectrum is continuously monitored by IDA in 
order to detect possible interference. Periodically the 
PLMND algorithm is applied in order to verify that no 
anomalies happened on the bandwidth under analysis. 
This paper reports the performance of both IDA and 
PLMND in terms of reliability in case of absence of 
interference. Specifically, we will provide the probability of 
successful PLMND stage for real signals recorded in typical 
urban scenario. Moreover, we will provide the performance 
of IDA in terms of interference false alarm probability and 
GSM signal missed detection. Then we report the 
performance of IDA under interference conditions. 
Specifically, two types of interferences have been 
considered, i.e. continuous waves and narrow-band 
interference. The interference power has been tuned in order 
to provide the algorithms performance at different level of 
signal-to-interference ratio (C/I). 
 

2. SENTINELS DEPLOYMENT 
 
Basing on the previous considerations we have been strongly 
motivated to investigate the topic of interference detection 
over the GSM-R systems in the European scenario as well as 
the Chinese one. Our proposal for mitigating the risk of 
interference is based on interference detection sentinels, 
which can be deployed on the field continuously monitoring 
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the GSM-R signal integrity. In case of interference, the 
sentinel could report the anomaly to a dedicated Data 
Control Centre (DCC), so that the proper countermeasures 
can be applied before a service block happens. Such massive 
sentinel deployment might have a significant cost for 
Railways Societies and National Governments. For this 
reason the use of SDR technologies could reduce the overall 
deployment cost by limiting the sentinel recurrent and 
unitary cost. Specifically, in our vision a sentinel can be 
composed by a low cost RF front-end, like the Ettus USRP 
and a computational back-end, i.e. a General Purpose 
Processor. 
 

Data Control Center (DCC)
Alarm Processor

Interference

GSM-R 
BTS

GSM-R 
BTS

Sentinel

Sentinel

Sentinel

Sentinel  
Figure 1 – Sentinels deployment 

 
These sentinels manage to continuously monitor the 
GSM/GSM-R spectrum by using a combination of PLMND 
and IDA procedures. Specifically, we assume that PLMND 
is applied during sentinel initialization stage and during 
some periodic check on hourly base. During the remaining 
time, IDA is executed on the sentinel, continuously 
monitoring any anomaly. 
 

3. PLMNS DISCOVERY AND IDA 
 
The operations performed during the initialization stage, 
aiming at achieving the whole spectrum knowledge, are 
summarized in Figure 2 (at the end). Let us detail each block 
of this figure. 
 
3.1. Time buffering and channel filtering 
 
The block of Time buffering receives I,Q samples from a 
front-end. The selected sample rate is Rsa = 4 Msps in our 
case, since we were interested in monitoring the GSM-R 
4 MHz downlink bandwidth. Once we have collected 
941760 complex samples (Nsa), this signal chunk is 
conveyed into the FFT block. After the FFT operation we 
have 941760 spectral components, representing a 4 MHz 
bandwidth. Hence each GSM-R channel includes a number 
of spectral components ( /sp chN ) equal to 
 

 / 47088
20

sa
sp ch

NN    (1) 

 
where the number 20 comes from 19 GSM-R channels plus 
one 200-kHz-wide section composed by two frequency 
guards. The frequency guards are placed one on the left and 
the other on the right of the GSM-R downlink band. Since 
we want to process each GSM-R channel at a sample rate of 
1.083 MHz, i.e. four times the GSM symbol rate (the 
oversampling factor is 4ovN  ), we use FFT operation to 
jointly perform filtering and rate adaptation. Specifically, 
 

 13
48dec saR R    (2) 

 
where Rdec is the target sample rate. Since the Gaussian 
Minimum Shift Keying (GMSK) is not a band-limited 
modulation, for each GSM-R channel we select not only the 
nominal GSM/GSM-R channel width (200 kHz), but a 
frequency portion 400-kHz-wide. So the number of active 
spectral components to be considered is 2·47088=94176. 
However, for rate adaptation purposes we need to zero pad 
these spectral components, so that 
 

 13 255060
48dec saN N     (3) 

 
After the inverse FFT operation we have a filtered signal, at 
Rdec sample rate and whose duration is: 
 

 235.4 msecdec
dec

dec

NT
R

    (4) 

 
Let us note that this duration is almost equivalent to the 
GSM control multiframe one. 
 
3.2. Active channel threshold setting 
 
Before channel selecting the signal, a mechanism is applied 
in order to derive a signal power, which can be considered 
as a threshold. Below this threshold, the channel is 
considered idle. The implemented mechanism is based on 
the practical assumption that at least one channel on the 
GSM-R downlink spectrum is idle. The threshold is then 
computed as: 

  
0 18

min i dBdB i dB
T P 

 
    (5) 

 

where iP  is the power detected on the i-th channel and   is 
the power margin, which we typically set to 13 dB. The 
value of T is continuously updated by averaging the noise 
floor power. So for each signal chunk, the power over each 
channel is measured and compared with the threshold T: if 
the power is greater than T the channel is considered active 
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and processed, whereas if the power is below the threshold 
the channel is considered idle. 
 
3.3. Interference Detection Algorithm 
 
The active channel signals are then conveyed to the IDA 
block, whose output can be: 

1. Traffic Channel (TCH) signal; 
2. Uncertain if TCH or Broadcast Control CHannel 

(BCCH) carrier; 
3. Unknown signal. 

The key idea behind this algorithm is to check if the signal 
under analysis meets the GSM TDMA constraints, basing on 
the burst granularity.  
In case of detection of a TCH channel, this stream of data is 
passed directly to the TCH identification block, bypassing 
the SW receiver core.  
In case of unknown signal, the algorithm reports this event 
as an interference occurrence. It is clear that different 
strategies can be selected before signalling the presence of 
interference: in fact we can wait for a pre-set number of 
consecutive interference detections or we can report 
interference at the first occurrence. The selection of this 
strategy is clearly related to the type of interference we 
desire to detect as well as a trade-off between false alarm 
and missed detection probabilities. 
In case of uncertainty between TCH and BCCH carrier the 
data stream is passed to the SW receiver core. 
 
3.4. SW Receiver core 
 
The SW receiver core is actually a real GSM receiver, which 
aims at reading only Local Area Identification (LAI) 
information from the GSM/GSM-R signal. The architecture 
of the SW receiver core is depicted in Figure 3 (at the end). 
The first block is an FM non coherent demodulator, which 
extracts the GMSK modulating signal.  
 
3.4.1. FM demodulator 

 
The input of the FM demodulator can be expressed as  
 
    ( )j ny n e w n    (6) 
 
where (n)  is the GMSK modulated digital signal and 

(n)w is the thermal noise. The FM demodulator works as 
follows 
 

 
 *

2 2

Im '( ) ( ) '( ) ( )ˆ( )
( ) ( )

y n y n n ns n
y n y n

  
    (7) 

  
where ˆ( )s n  is the GMSK signal, *( )y n  is the conjugate of 
the received signal and ( )n  is the thermal contribution 

after FM demodulator. The output of this block is a real 
signal at a sample rate of decR . 
 
3.4.2. Time synchronization 
 
The signal ˆ( )s n  is then passed to the Synchronization 
Algorithm, which first of all computes the cross-correlation 
function between the received signal and the local copy 
(real-valued) of the GSM synchronization sequence, as 
 

 
1

0

ˆ( ) ( ) ( )
M

m

xcf n s m x m n




     (8) 

 
where n=0,…,Ndec, M is the length of the synchronization 
sequence in number of samples (256 samples, considering 
the synchronization sequence length of 64 bits and that we 
are working at Rdec, i.e. four times the GSM bit rate). Instead 

( )x n is the local replica of the synchronization sequence. 
After the computation of the cross-correlation function, we 
check whether its local maxima are timely-separated by the 
attended time interval. Since one cross-correlation peak 
occurs every synchronization sequence and one signal chunk 
is almost one control multiframe long, each signal chunk can 
have at most 5 correlation peaks. If the synchronization 
algorithm detects 3 consecutive significant peaks, the 
algorithm stops and selects the first peak index (τsync). 
 
3.4.3. Frequency Offset Recovery and Compensation 
 
The frequency offset recovery algorithm works on the 
complex signal y(n), instead of the FM demodulator output. 
First of all the vector containing all the samples in the FCCH 
burst is obtained, as 
 

  ( ),..., ( )sync frame sync frame bursty L y L L    FCCHy   (9) 
 
where Lframe is the duration of a GSM frame in samples (i.e. 
5000 at Rdec), whereas Lburst is the duration of a GSM burst 
in samples (i.e. 625 at Rdec). Once obtained FCCHy , we can 
compute its spectrum by using the FFT. 
Information in the Frequency Correction CHannel (FCCH) 
burst is all zeroes which produces a tone at 67.73 kHz above 
the RF carrier centre frequency.  
So first of all we measure the frequency of received tone by 
using Rife and Boorstyn algorithm ([4]). The difference 
between the measured frequency of the tone and the nominal 
frequency is the frequency offset (Δf) to compensate. The 
compensation can be performed as follows 
 
 2( ) ( ) decj f n Ty n y n e         (10) 
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3.4.4. Phase Offset Recovery and Compensation 
 
The frequency-compensated signal ( )y n  still needs to be 
phase-compensated. Specifically, let us indicate as syncy  the 
vector of samples of the synchronization sequence, after 
frequency compensation and as syncr its local copy. The first 
step for phase estimation is as follows 
 

 
1 1

2*

0 0

(n) (n) (n)
M M

j
sync sync sync

n n

y r r e 
 

 

       (11) 

 
where   is the phase offset to compensate. In the formula 
above we assume that the frequency offset recovery is 
perfect, so that   is not time-dependent. The phase offset is 
computed by extracting the phase of  . After the estimation 
of the phase offset, the necessary phase compensation is 
applied not only to the synchronization sequence, but also to 
the Synchronization Channel (SCH) burst payload. The SCH 
burst, frequency and phase compensated, will be indicated 
as SCHy . 
  
3.4.5. Coherent demodulation and SCH decoding 
 
Once the received SCH signal is properly frequency and 
phase compensated, the coherent demodulation can be 
performed according to 
 

 
 
 

2

2 1

( 1) Re (2 )

( 1) Im (2 )

n
n SCH ov

n
n SCH ov ov

z y n N

z y n N N

     


     
  (12) 

 

 where n spans within 0,..., 1
2
burstN

 , Nburst is the number of 

bits per GSM burst. Let us remark that the output of the 
coherent demodulation z2n, z2n+1 is down-sampled by a factor 
of Nov. These samples are now taken at 270.833 kHz and 
then hard-decided and de-mapped as 
 
 1 2 (z )i ib sign     (13) 
 
The stream of coded bits bi is then fed to the Viterbi hard 
decoder, which extracts the SCH information bits. Hence it 
is now possible to compute the GSM frame number, in order 
to compute the delay (number of samples to wait) to the 
closest LAI field.  
 
3.4.6. BCCH decoding and LAI read 
 
Once the delay to next LAI field has been estimated, the SW 
receiver core waits for the next occurrence of this field. As 
known from [5], LAI is transmitted every other two BCCH 
frames, so that the maximum delay is less than 3 GSM 

multiframes. At the following occurrence of LAI, the SW 
receiver core selects the chunk of signal 3 frame plus 1 burst 
long. In fact LAI is conveyed over 4 bursts. As shown in 
Figure 3, each received BCCH bursts need to be phase 
compensated and coherently demodulated, in the same 
manner explained for SCH burst in § 3.4.4 and 3.4.5. The 
only one difference between SCH and BCCH processing is 
related to the phase recovery. In fact for SCH burst the 
phase offset estimation and compensation is performed by 
using the synchronization sequence, as shown in (11). For 
each BCCH burst the phase offset estimation is carried out 
by exploiting the proper midamble sequence. Once hard 
decided the bit sequences for each BCCH burst, the GSM 
BCCH de-interleaver is applied, before conveying the de-
interleaved bits into the Viterbi decoder. Finally we are able 
to read MCC and MNC of the transmitting BTS, so that we 
can state if the BCCH carrier is authorized to transmit at that 
frequency or not. In other words it is possible to establish if 
the identified provider is allowed or not allowed to transmit 
on the band under analysis. The output of the SW receiver 
core is a vector of flag, which reports for each BCCH carrier 
if the transmission is authorized or not. 
 
3.5. TCHs identification 
 
Once the SW receiver core has distinguished between 
authorized and not authorized BCCH carrier, we need to 
perform the same distinction on the TCHs. The idea of this 
block in Figure 2 is to detect, which BCCH carrier is 
synchronized with the TCH under analysis. Unlike the 
UMTS system, where all the BTS are time-synchronized 
with the GPS, the GSM BTS are not time-synchronized. 
Synchronization among GSM BTS belonging to the same 
PLMN is admitted, but it is unlikely that two BTS of 
different PLMNs are time-synchronized. Hence if a TCH is 
transmitted with the same timing of a BCCH carrier, it is 
most likely a signal of the same PLMN. In this way we are 
also able to distinguish between authorized TCHs and not 
authorized TCHs. 
 
3.6. GSM tail analysis and Interference signalling 
 
After discovering the PLMN for each active TCH and 
BCCH carrier, there might be a class of active channels not 
yet identified, i.e. GMSK tails. Since the GMSK is a not 
band-limited modulation, part of the power transmitted over 
a channel is leaked over the adjacent ones (on both sides). 
The block of GSM tail analysis receives from upper blocks 
information concerning the position of TCH and BCCH 
carrier within the GSM-R spectrum. This block also receives 
information about unknown active channels. The GSM tail 
analysis block checks if the unknown active channels are 
actually tails by checking if their power over these unknown 
channels obeys the emission mask (Figure 4). In case the 
emission mask constraint is fulfilled, the algorithm labels 
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this signal as GSM tails. If the GSM emission mask is not 
obeyed, the algorithm labels this signal as an interfered 
channel. 
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Figure 4 – GSM emission mask 

 
 

5. PERFORMANCE ANALYSIS 
 
This section reports the performance analysis for PLMND 
procedure as well as for IDA. For PLMND we provide the 
performance in absence of interference, since we assume 
that no interference is active during the initialization stage. 
Considering the short duration of the initialization stage, this 
hypothesis seems to be reasonable. Instead for IDA analysis 
we report the performance of this algorithm in absence and 
in presence of interference signals. In order to measure the 
performance of PLMND and IDA we tested both on real 
signals, monitoring different portions of GSM downlink 
spectrum from different locations. The propagation channel 
is typical urban, since our observation points are placed in 
urban scenarios. This means that PLMND and IDA can 
perform better in hilly terrain and rural areas, where 
multipath effects will be less detrimental. 
 
5.1. PLMN Discovery performance 
 
In this section we report the performance of the PLMND 
stage. This performance has been obtained by monitoring 
the GSM downlink spectrum (portions of 4 MHz). In order 
to measure this performance we assume to have the full 
knowledge of the spectrum under analysis. So we assume to 
know the channel types (BCCH carrier, TCH or GSM tail), 
the PLMN for each active channel and the MCC and MNC 
of each BCCH carrier. We also assume that no interference 
is affecting the spectrum under analysis during the test stage.  
Table 1 shows the error rate in channel type detection, i.e. 
the error rate in detecting, for example, a TCH instead of a 
BCCH carrier. Tests were performed from different urban 

locations, in order to provide a more realistic picture of the 
reliability of the PLMND in terms of channel type detection. 

Table 1 – Channel type identification error rate 
Location n. Trials n. Error Error rate 

A 31510 40 0.001269438 
B 31780 60 0.00188798 
C 19120 240 0.012552301 
D 27790 60 0.00215905 

Summary 110200 400 0.003629764 
 
Table 2 reports the performance of PLMND in terms of 
errors in the detection of inter-channel synchronization. In 
other words this table shows the reliability of PLMND in 
understanding if two GSM channels are time-synchronized. 
As explained in § 3.5, for the purpose of identification of a 
TCH channel, the inter-channel synchronization reliability is 
crucial. 
 

Table 2 – Inter-channel synchronization error rate 
Location n. Trials n. Error Error rate 

A 13440 110 0.00818452 
B 20980 100 0.00476644 
C 7940 40 0.00503778 
D 11970 20 0.00167084 

Summary 54330 270 0.00496963 
 

Table 3 reports the performance of PLMND in terms of 
MCC and MNC erroneous read. This statistic has been 
measured only on BCCH carriers and we assume that the 
synchronization algorithm, in § 3.4.2, succeeded. Hence the 
number of errors in this table takes into account the number 
of erroneous read of MCC/MNC, but also the number of 
events for which we do not manage to read them. This is due 
to the occurrence of something bad after the synchronization 
algorithm, e.g. an error on SCH payload read, or an error in 
time-refinement from SCH to BCCH.  
 

Table 3 – MCC and MNC error rate 
Location n. Trials n. Error Error rate 

A 4980 160 0.032128514 
B 3570 97 0.027170868 
C 720 19 0.026388889 
D 8560 302 0.035280374 

Summary 17830 578 0.032417274 
 
Table 1, Table 2 and Table 3 show the performance of 
PLMND stage in terms of different parameters. Specifically, 
we can end up that PLMND has an error rate of about 10-3 in 
terms of channel type detection and inter-channel 
synchronization. Instead the error rate for MCC and MNC 
read is about 10-2. It must be specified that these statistics 
have been measured on independent tests base. After the 
initialization stage of the PLMND algorithms, extracted 
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information might be averaged and combined, so that 
expected error rates will be much lower than the ones shown 
above. 
 
5.1. Interference Detection Algorithm performance 
 
This section reports the performance of IDA. Specifically, 
we present the performance in absence and in presence of 
interference signals. 
 
5.1.1. Performance in absence of interference 
 
In order to characterize IDA performance in absence of 
interference, we monitor portions of GSM downlink 
spectrum and we assume that no interference is affecting the 
received RF signal. As stated for the PLMND performance 
measurement, we assume to have the full knowledge of the 
spectrum under analysis. 
First of all let us define different events, whose occurrences 
enable to measure the IDA reliability. These events have 
been measured by monitoring GSM spectrum from different 
locations in urban scenarios. The observation of IDA 
behaviour in different locations can supply a realistic picture 
about how this algorithm works. 
The first event we want to monitor is the interference false 
alarm, which is defined as the probability of detecting an 
interference conditioned to the absence of interference on 
that channel, i.e. 
 

(I) Pr{Interf. Detected | Interf. absent}FAP   
 
Table 4 reports the summary of the trials performed in each 
location and the correspondent number of recorded 
interference false alarm events. We can conclude that IDA 
produces an this kind of event with a probability of about 
10-3. It is important to mention that these interference false 
alarm events have been registered on idle channels or on 
GSM tail channels. However, no interference false alarms 
have been detected on a GSM active channel. 
 

Table 4 – Interference false alarm results 
Location n. Trials n. Inter FA Inter. FA prob 

A 39749 113 0.002843 
B 53784 108 0.002 
C 42048 196 0.0047 
D 64464 87 0.00135 

Summary 200045 504 0.00252 
 
The second event we monitor is the GSM missed detection, 
which is defined as probability of not detecting a GSM 
signal, conditioned to the presence of a GSM signal on that 
channel, i.e. 
 

(gsm) Pr{not GSM Detected | GSM present}MDP   
Table 5 reports the summary of the trials performed in each 
location and the correspondent number of recorded GSM 
missed detection events. We can appreciate that we do not 
manage to register a sufficient statistic, since this event 
occurrences are very sporadic. This shows a good reliability 
of the IDA in terms GSM missed detection. 
 

Table 5 – GSM missed detection results 
Location n. Trials n. GSM MD 

A 39749 0 
B 53784 2 
C 42048 0 
D 64464 5 

Summary 200045 7 
 
5.1.1. Performance in presence of interference 
 
This section reports the performance of IDA when 
interference is present. Specifically, we monitor an active 
GSM BCCH carrier, combined with an interference signal 
generated by an AGILENT E4438C generator. GSM signal 
and the output of the signal generator are combined on the 
wire using an RF signal combiner. The first step aimed to set 
a desired Interference to GSM plus Noise Ratio (IGNR) is to 
measure the power over the BCCH carrier. The measured 
power is averaged over long observation intervals (on 
hourly-based), in order to smooth fluctuations of the power 
emitted by the BTS, as well as channel impairments. Once 
we obtain the RF averaged power over channel, we can 
apply the proper interference power in order to set the target 
IGNR value. Once set the desired IGNR, we measure the 
Interference Missed Detection Probability (IMDP), defined 
as the probability of not detecting an interference, when it is 
present, i.e. 
 

(I) Pr{not  Interf. Detected | Interf. present}MDP   
 
For quantifying the performance of IDA we test it applying 
three different interference signals: a continuous wave 
(CW), a narrowband signal (NS) with 16QAM modulation 
and symbol rate equal to the GSM one, i.e. 270.833 ksym/s 
and a GMSK modulated signal with 0.5T  , and a symbol 
rate of 250 ksym/s (GMSK-0.5). All the interference signals 
are transmitted exactly at the BCCH carrier nominal 
frequency. CW has the whole power focused on the BCCH 
carrier frequency, whereas NS and GMSK-0.5 almost 
equally spreads its power over the GSM channel bandwidth. 
We investigate IDA performance in presence of three 
interferences, since they can give us a better insight of the 
IDA capabilities under different interference signals. 
Let us observe Figure 5. This shows interference missed 
detection probability against IGNR and for the three 
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interference signals. The blue line is for a CW, the red one is 
for NS and the green one is for GMSK-0.5. Let us focus on 
CW first. We can appreciate that if the interference power is 
4 dB smaller than the power of the GSM signal, the 
interference signal is detected with a probability of about 
1-3×10-5. 
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Figure 5 – Interference missed detection probability 

 
Let us define an important parameter, i.e. the GSM 
Intelligibility Threshold (IT). This parameter states the 
minimum interference power, and consequently the 
minimum IGNR, over which the GSM signal is not readable, 
i.e. MCC and MNC cannot be extracted from the signal. 
This IT has been empirically measured with PLMND 
software for each interference signal.   
The GSM IT for CW interference is placed at IGNR = 0 dB. 
This means that our algorithm is able to detect the presence 
of interference (with good probability, i.e. (I) 210MDP  ) 5.5 
dB below IT. 
Regarding the NS interference we can appreciate that NS is 
earlier (than CW) detected by IDA algorithm. In fact at 
IGNR = -7.25 dB the missed detection probability is 3×10-5. 
For NS the IT is placed at IGNR = -7 dB. This means that 
our algorithm is able to detect the presence of this 
interference (with good probability, i.e. (I) 210MDP  ) 
0.75 dB below IT. 
Hence the NS makes the GSM signal not readable with a 
lower power. This is because NS has higher (than CW) 
frequency components which destroy GSM signal. 
For GMSK-0.5 we can appreciate that the interference is not 
detected by IDA up to IGNR = -6.5 dB, but its curve is 
steeper than the one for CW. The IT for GMSK-0.5 is 
placed around IGNR = 2.5 dB, which means that IDA is 
able to reliably detect (i.e. (I) 210MDP  ) the presence of this 
type of interference 8 dB below the IT. 
 
 
 
 

 
6. CONCLUSIONS 

 
In this paper we presented a set of algorithms for GSM 
PLMN discovery and interference detection algorithm using 
the SDR approach. The identification of whole GSM-R 
spectrum might be of particular interest in China, where the 
regulation does not foresee a dedicated spectrum for the 
railways provider. This led to the need of understanding if a 
GMSK signal is transmitted by the railways provider 
(authorized) or by a public provider (not authorized). All 
these algorithms have been designed for SDR applications 
and can be executed over a GPP. This makes the set of 
developed algorithm particularly suitable for low cost 
sentinels, deployed to monitor the GSM-R integrity. 
Considering the exploitation of SDR paradigm, the unitary 
cost of a sentinel might be limited, which encourages a 
massive deployment of sentinels. This set of algorithms is 
currently designed for GSM-R downlink spectrum (or GSM 
sub-bands 4 MHz wide), but it can be quite easily extended 
to the full GSM downlink spectrum. 
Regarding the PLMND performance we showed a channel 
type identification error rate and an inter-channel 
synchronization error rate both of about 10-3. 
Regarding the IDA performance, we designed an 
interference detection algorithm which detects the presence 
of interference signals for power levels below the GSM IT. 
Specifically, IDA detects the presence of CW starting from 
IGNR = IT – 5.5 dB; it detects the presence of NS starting 
from IGNR = IT – 0.75 dB; it detects the presence of 
GMSK-0.5 starting from IGNR = IT – 8 dB. These values 
show that IDA is able to detect the presence of interference 
before than the GSM signal is unreadable. This could enable 
the reaction of the sentinel network, by activating the proper 
countermeasures. 
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ABSTRACT

The paper presents an efficient channel selection method to en-
able spectrum sharing among WSNs and WLAN. The method is
based on the knowledge of the topology of the surrounding radio
systems given by a radio environment database. The proposed
WSNs gather not only surrounding physical layer information
but also MAC address of WLAN to share the spectrum effec-
tively. Also gathered information is uploaded to the radio envi-
ronment database, which can support spectrum usage of WSNs.
The database is connected to the spectrum manager, and the in-
formation from distributed sensor nodes is utilized to understand
the topology of access point (AP) and WLAN nodes. The spec-
trum manager selects the channel which does not occur hidden
node problem (HNP), and gives the channel information to sen-
sor nodes. In order to confirm the effectiveness of the proposed
method, the packet arrival rate and channel utilization ratio of
WSNs are evaluated by computer simulations.

1. INTRODUCTION

Current spectrum allocation is basically exclusively use in each
specific radio communication system. This kind of spectrum
allocation policy is able to communicate without considering
interference with other systems. On the other hand, 2.4GHz
band is opened to sharing among multiple systems as Industry-
Science-Medical (ISM) band to aim flexible frequency utiliza-
tion. Wireless LAN (WLAN) and Bluetooth are able to utilize
this band. WLAN has ability for sharing the spectrum freely by
following the radio regulation rule in ISM band. Wireless sen-
sor networks (WSNs) which gather the sensed information from
multiple sensor nodes are one of the wireless communication
systems utilizing 2.4GHz band. Because WSNs are low cost
and low energy consumption wireless communication system,
it is suitable for gathering sensed information. WSNs are ex-
pected to be utilized in many kinds of applications such as home
automation, smart grid and so on and are actively investigated
[1][2]. The main frequency band which is allocated to WSNs
is 920MHz band and 2.4GHz band. From propagation charac-
teristic, 920MHz band is suitable for wide area communication
and 2.4GHz band is suitable for narrow area communication,

so it is necessary to select appropriate frequency according to
applications. However, since multiple wireless communication
systems exist on the 2.4GHz band, it is very crowded by WLAN
due to increasing the offloading from smart phone using cellular
network.

Because of the crowded environment, stressless spectrum
sharing is difficult and steady communication is difficult real-
ize on the same frequency band. WSNs utilizing 2.4GHz band
may also lead to performance degradation because of the inter-
ference from other nodes. To decrease the mutual interference,
IEEE802.15.4, which is a current standard of WSNs, uses Car-
rier Sense Multiple Access/Collision Avoidance (CSMA/CA).
CSMA/CA is a method that a transmitter detects a surrounding
radio condition before transmitting packet data. If an idle chan-
nel status is recognized by a transmitter, it transmits a packet
data on the same frequency. As a result, a transmitter can avoid
a signal collision with other transmitters. Because CSMA/CA
detects an idle channel by sensing a signal based on the carrier
signal level, some times the transmitter does not detect other
transmitter signal due to weak carrier signal level and a signal
collision occurs at the receiver node as shown in Fig.1. This
problem is called hidden node problem (HNP), and it causes
network quality degrades [3]. Also HNP occurs between dif-
ferent systems as shown in Fig.2, which shows the signal colli-
sion with the node located at outside of the carrier sense area.
One of the solutions of HNP is a Request to Send/Clear to Send
(RTS/CTS) [4]. This method is that when a node transmits the
data to another node, the node exchanges RTS/CTS packet for
checking the status of the transmitter and the receiver before sig-
nal transmission. By exchanging RTS/CTS packet, the node
shares surrounding radio environment with othernodes in the
same network. The transmitter node may avoid collision be-
cause of shared spectrum condition to the hidden node. How-
ever, this method may lead to throughput degradation due to
increasing a control frame and waiting time. In addition, be-
cause RTS/CTS can be used the same radio system in the same
network, it is difficult to solve HNP between WLAN and WSN.
Therefore, a channel selection considering other surrounding ra-
dio environment recognition is necessary for supporting differ-
ent systems. The transmitter and the receiver understand uti-
lized channel by using the status recognized at surrounding ra-
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dio systems and use nonutilization channel by the surrounding
radio systems. Consequently, HNP is solved. However, if we
consider coexistence with other system, this method wastes the
resource. Also, the channel without mutual interference is not
considered due to crowded spectrum. If the radio system can
share the channel with other radio systems without HNP, the ap-
propriate channel is assigned to the radio system. Therefore, the
radio system which cannot share the channel without HNP, use
the idle channel.

The probability of a signal collision caused by hidden nodes
is decreased by reducing the carrier sense level. However, if the
carrier sense level is reduced simply, the wireless communica-
tion system refrains from packet transmission even if the packet
collision does not occur. Therefore, the throughput may degrade
severely.

Another packet collision reduction technique shares
RTS/CTS between WLAN and WSN. The node can understand
activity of WLAN by RTS/CTS [5]. This method solves HNP in
WLAN, and assures transmission opportunity to transmit RTS
to access point (AP). However, the throughput is materially
deteriorated by the transmission period of RTS/CTS in WLAN,
even if the HNP does not happen.

In this paper, we propose an adaptive channel selection
method considering the topology of the surrounding radio sys-
tem and mutual interference level supported by the radio envi-
ronment database. The radio environment database considered
in this paper records the source and destination MAC address
of the surrounding radio systems, and the received power mea-
sured by sensor nodes. In WLAN, MAC address is an identity
to judge a signal source and a signal destination. Therefore, sur-
rounding radio environment which cannot be known only by the
received power, can be obtained by MAC address information
in a packet header of WLAN. The database is constructed by
gathering the information from sensor nodes, which read MAC
address in a packet and upload MAC address information and
received power information to the database. Based on the con-
structed database, the spectrum manager that is connected to the
database, selects suitable channel for a spectrum shared WSN
with avoiding mutual interference.

By using the above mentioned proposed method, WSNs are
able to avoid HNP to protect WLAN, and to communicate in
narrow area without mutual interference. Also, because WSNs
select the channel communicate with no HNP, WSNs design to
improve spectral efficiency. We confirm the effectiveness of the
proposed method through computer simulations with channel
utilization rate and packet arrival rate.

The rest of the paper is organized as follows: we suppose
a system model in Section 2. In the proposed method, the
spectrum shared WSNs based on radio environment database is
shown Section 3. We discuss simulation results in Section 4,
and finally, Section 5 concludes this paper.

Tx1 Tx2Rx

Collision

Fig. 1: Hidden node problem in the same system.

Tx1 Tx2Rx1

Collision

Rx2

Fig. 2: Hidden node problem in the difference systems.

2. SYSTEM MODEL

In this section, the proposed method is explained in two phases.
Phase1: The database construction phase as shown in Fig.3.
The sensor nodes gather information from surrounding radio
systems, and the radio environment database is constructed.
Phase2: The database utilization phase as shown in Fig.4. The
spectrum manager considers interference of surrounding radio
nodes, and selects an appropriate channel.

In the database construction phase, sensor nodes upload
sensed information to the database. Uploaded information is
utilized in the spectrum sharing with surrounding radio system.
To obtain surrounding radio system information, signal source
information is required. In this paper, MAC address of signal
is fully utilized, and the sensor nodes are constructed by soft-
ware radio. Because software defined radio is able to change the
radio communication method, the sensor nodes can gather the
surrounding radio information. Uploaded information by sen-
sor nodes is five as follows to obtain surrounding environment
information.

1. Sensor node ID of itself.

2. Source MAC address of observation signal.

3. Destination MAC address of observation signal.

4. Center frequency of observation signal.

5. Instantaneous received power of observation signal.

These information are gathered from many sensor nodes. Up-
loading method is that the sensor nodes use the same frequency
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for the surrounding nodes and communicate to the database. In
database construction phase, the sensor nodes cannot avoid HNP
arbitrarily as before.

In the database utilization phase, the spectrum manager uti-
lizes the surrounding radio information stored in the database,
and decides utilized channel by sensor nodes. The database has
observation information measured in each sensor node. The av-
erage received power of observation signal is calculated from the
database information. The spectrum manager is able to decide
hidden node compared with the carrier sense level and average
received power. If the average received power is higher than car-
rier sense level, CSMA/CA performs to avoid the interference,
therefore HNP does not occur. Accordingly, the spectrum man-
ager selects the channel which is possible to share the spectrum
by CSMA/CA. If the average received power is lower than the
carrier sense level, CSMA/CA does not work for avoiding in-
terference, therefore HNP occurs. Accordingly, the spectrum
manager does not select the channel that is not possible to share
the spectrum by CSMA/CA. The spectrum manager notifies the
selected channel to sensor nodes. After that, sensor nodes utilize
the notified channel for data communication.

3. SPECTRUM SHARED WIRELESS SENSOR
NETWORKS BASED ON RADIO ENVIRONMENT

DATABASE

In this section, we explain WSNs that utilize radio environment
database and share the spectrum. The purposes of this method
are that the spectral efficiency is increased by the appropriate
channel selection for communication and HNP avoidance. In
order to share the spectrum considering mutual interference, it
is necessary to detect the surrounding hidden nodes existence.
The proposed channel selection method for spectrum sharing is
indicated in Fig.5.

First, the data stored in the database are statistically processed.
The uploaded information in the database, which is sensed by
sensor nodes is utilized to know the topology of the surrounding
nodes for hidden node decision.

Second, the surrounding nodes of the sensor nodes are catego-
rized into the average received power. In this part, the spectrum
manager detects the hidden nodes for the sensor nodes.

Third, the channels utilized for WSNs are categorized by hid-
den nodes and network ID. In this part, the spectrum manager
decides whether the channels are on the status of HNP. Because
WSNs giving interference to the surrounding radio systems have
to be avoided, we select the channel to avoid HNP.

Fourth, the spectrum manager decides the channel which is
utilized by WSNs. In this part, the spectrum manager selects
the channel considering HNP and spectrum efficiency, and the
flowchart is over.

In this section, we explain statistical data processing, catego-
rization of the surrounding nodes and the channels. The adaptive
channel selection algorithm is also discussed.

Database

Sensor node
Wireless LAN

Fig. 3: The database construction phase.

Database

Sensor node
Spectrum Manager

Fig. 4: The database utilization phase.
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Select the channel 
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END

No

No

Yes
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Fig. 5: Channel selection flow.

3.1. Notice to topology with statistically sensed data

If we consider the spectrum sharing with multiple systems,
the existence of hidden node highly affects network reliability.
Therefore, it is necessary for the spectrum manager to detect the
channel with the hidden node. The gathered physical layer infor-
mation from each sensor node, however, cannot understand net-
work topology and the existence of the hidden node clearly. In
order to utilize the information stored in the database, the gath-
ered information is taken statistics processed. By using statis-
tical sensed information, the spectrum manager makes the sur-
rounding nodes list of each sensor node, and the topology list of
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radio environment.
First, the spectrum manager makes the surrounding node list

of each sensor node. A list has the MAC address of the sur-
rounding nodes, the average received power and channel. The
average received power is calculated by averaging the instanta-
neous received power on each source MAC address. This list is
made to add the information which is received by sensor nodes.

Second, the spectrum manager makes the topology list of ra-
dio environment. The spectrum manager adds relationship be-
tween the source MAC address and the destination MAC address
in the topology list, and makes network ID for each access point
(AP). Network ID is an identifier of the network stored in the
radio environment database. Each AP has different ID to recog-
nize the source MAC address and the destination MAC address
based on the topology list. If AP connects to some nodes, AP has
the same ID to some nodes. The spectrum manager understands
the topology of the surrounding radio systems by the topology
list.

By comparing the two lists, the spectrum manager knows
the topology of the surrounding radio system and interference
power.

3.2. Categorize the surrounding nodes of the sensor nodes

In this subsection, the condition for detecting existence of hidden
node is shown. The nodes which are surrounded by the sensor
nodes are categorized into three cases as shown in (1),

Possible carrier sense (Pave,i > Pcs)

Mutual interference,

Impossible carrier sense
(Pcs > Pave,i > Pai)

Mutual noninterference (Pai > Pave,i).

(1)

Pave,i is the average received power from node i. Pcs is the car-
rier sense level. Pai is is allowable interference power at the sen-
sor node and the surrounding radio systems. This is the mutual
interference threshold. “Possible carrier sense” means the nodes
can detect the signals from the primary system for spectrum
sharing. “Mutual interference, Impossible carrier sense” means
the nodes is difficult to detect the primary signals for spectrum
sharing, in which the hidden node exists and leads to a network
degradation. “Mutual noninterference” means the nodes cannot
detect the signals by carrier sense but the mutual interference is
low because the primary system is far from the node. As a result,
this channel is able to be utilized with spatial separation.

3.3. Categorize the channel

Unusable channel is eliminated based on the categorized node
topology. As an example shown in Fig.6, the sensor node is able
to share the spectrum with the same categorized system in the
channel with available carrier sense without any hidden node or
the channel without interference due to spatial separation. How-
ever, if the channel shared with different categorized system is

Tx Sensor node

Node

Carrier Sense Level

Allowable 

interference level

��

��

��

��

available 

��

Fig. 6: Avoid hidden node problem by understood the topology.

located on the outside of the carrier sense area, HNP is hap-
pened. Therefore, the sensor node cannot utilize f3. Because
WLAN topology cannot be known based only on the received
power at the sensor nodes, it is difficult to handle the HNP in
different system spectrum sharing environment. On the other
hand, if the node can utilize MAC address information of the
source node and the destination node, it is possible for the sen-
sor node to detect the hidden node. Therefore, if we apply the
above procedure, we can select the channels without HNP and
effectively share the spectrum between different systems.

3.4. Channel decision

The fulfilled channel is selected from candidate channels cate-
gorized in the transmitter sensor node and the destination sen-
sor node. At this time, WSNs utilize the available CSMA/CA
shared channel as possible, accordingly spectral efficiency is im-
proved. If there are either channels satisfied avoiding HNP by
CSMA/CA or allowed received interference level of the desti-
nation node, the channel avoiding HNP is selected to avoid in-
terference to WLAN. From the above operation, WSNs avoid
HNP to protect WLAN and establish communication without
hidden node by CSMA/CA. Additionally, spectral efficiency is
improved by the proposed operation.

4. SIMULATION

In this section, the proposed channel selection method is evalu-
ated by the packet arrival rate of WLAN and WSN, and the in-
dependent channel utilization ratio. Simulation parameters are
shown in Table 1. Here we assume WLAN is connected peer to
peer network and the proposed method is evaluated by increas-
ing the number of WLAN pairs. We assume only channel 1 or
2 has WLAN as primary systems. WSN is detected by the spec-
trum manager and the connection is established in the selected
channel by the spectrum manager. It is assumed that WLAN
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does not have interference from other WLANs and other WSNs
in this simulation. Two channels are occupied by WLAN, and
the one spatially separated channel unused by WLAN is avail-
able for WSN. Both systems WLAN and WSN share the spec-
trum by using CSMA/CA. If signal-to-interference-plus-noise
ratio (SINR) is lower than the certain value, packet is assumed
to be lost, and the lost packet will not be resent. The sensor
node position is satisfied that the received power of the desti-
nation sensor node from the source sensor node is higher than
−80dBm in this simulation.

The number of WLANs versus the packet arrival rate shar-
ing the spectrum with WLAN and WSN using channels 1 and
2, is shown in Fig.7. The vertical axis is the packet arrival rate
and the horizontal axis is the number of WLAN pairs in each
channel. From Fig.7, it is clear that the packet arrival rate of
the proposed method is better than the random channel selec-
tion regardless of the number of WLAN pairs in each channel.
Additionally, the packet arrival rate is higher than 95% regard-
less of the number of WLAN pairs in the proposed method. This
is because channel for spectrum sharing considered to the ded-
icateed channel is used. In contrast, the packet arrival rate of
WSN decreases in the random channel selection, as the number
of WLAN increases. SINR is lower than the desired SINR be-
cause the HNP is caused even using CSMA/CA. It is considered
that a few packet loss is affected by the allowable interference
level. In this paper, the allowable interference level is set to be
−85.0dBm. However, when active nodes have low SNR, the
packet arrival rate of active nodes may be interfered by the al-
lowable interference. Therefore, the allowable interference level
is necessary to be set based SNR of active nodes. The proposed
method shows sharing spectrum by channel selection except low
SNR.

The number of WLANs versus channel utilization ratio on
each channel of WSN, is shown in Fig.8. In Fig.8, the vertical
axis is the channel utilization ratio of sensor nodes and the hori-
zontal axis is the number of WLAN pairs in each channel WSN
utilized the channel 1 and channel 2 as possible because chan-
nel 3 can be remained for other systems. If there is hidden node,
WSN utilizes the channel 3, which is no WLAN channel eval-
uated by the proposed method. When the number of WLAN is
small and WLAN occupation area is sparse, WSN can share the
same channel from channels 1 and 2. However, when the num-
ber of WLANs is large, WLANs occupation area is crowded and
the HNP may be happened. Therefore, WSN utilizes the inde-
pendent channel in most cases, and occasionally share the spec-
trum without hidden node. Consequently, WSN selects suitable
channel corresponding to the surrounding radio environment.

From above results, the proposed method is shown that WSN
utilizes the independent channel at the existence of the hidden
node, and shared spatially separated idle channel without hid-
den node. Since by increasing the number of WLAN nodes,
the HNP is happened frequently, WSN utilizes the independent
channel without WLAN to avoid hidden node. However, if WSN
has the available channel for sharing the spectrum with WLAN,

Table 1: Simulation parameters.

Field size 100 × 100 m2

Number of sensor nodes 2
Position of sensor nodes Random
Number of WLAN of each channel [1,10]
Position of WLAN nodes Random
Number of channels 3
Frequency 2.4[GHz]
Transmission power 10.0[dBm]

Channel
Propagation loss based
on exponential mode,

AWGN
Path-loss exponent 3.5
Carrier sense level -62.0[dBm]
Allowable interference level -85.0[dBm]
Average AWGN -100.0[dBm]
Desired SINR 10.0[dB]
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Fig. 7: The number of WLAN versus packet arrival rate.
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Fig. 8: The number of WLAN versus channel utilization ratio on each
channel of WSN.

WSN shares the spectrum regardless of the number of WLANs.
If we apply the random channel selection, WSN may transmit
the data on the channel with hidden node by CSMA/CA. As a
result, the required SINR is not satisfied and the packet arrival
rate becomes low. From the above results, the proposed method
is confirmed that WSN can avoid HNP, and can efficiently share
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the spectrum with surrounding nodes under WLAN existence.

5. CONCLUSION

We propose an highly efficient wireless sensor networks by rec-
ognizing the surrounding wireless network topologies by using
radio environment database in spectrum sharing with WLAN.
The purpose of the proposed method is that WSN avoids the
HNP and increases spectral efficiency by CSMA/CA without
hidden nodes. In this paper, each sensor node gathers radio envi-
ronment information, and uploads them to the radio environment
database. The spectrum manager decides to share channel with
WLAN according to the information of the database. The spec-
trum manager also utilizes MAC address for channel selection
because the topology of the WLAN nodes can be utilized for
improving the spectrum sharing efficiency. Then WSN shares
the spectrum with WLAN without HNP. The proposed method
was evaluated by computer simulation and confirmed that WSN
can avoid the packet loss due to HNP, and efficiently shares the
spectrum with surrounding WLAN nodes.
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Abstract – As Software Defined Radio (SDR) 

terminals evolve, their security requirements become 

significantly more complex. The network capabilities 

and the new features introduced in such terminals 

(such as SNMP) shorten the differences between the 

traditional network security and SDR-based security. 

The typical command and control headquarter 

has evolved during the last few years, where the 

hardware based terminals have been replaced by 

SDR terminals working together seamlessly in 

different network configurations supporting voice 

and data and operating both in broadcast and point-

to-point modes. 

This joint scenario results in new security 

requirements as the increased connectivity drive the 

tactical communications closer to cloud connection 

domain. This paper proposes a change in the security 

paradigm.. Many systems fail because designers 

protect the wrong things or even worse, the right 

things in a wrong way. The survey will not only study 

the architectural paradigms, but will also explore the 

main data paths established among the different 

subsystems, highlighting where the risks and threats 

are in a practical approach, identifying what has to 

be protected and the best ways to do so. Lastly the 

paper will investigate how the last version of the 

JTNC SCA framework, influences the security 

mechanisms that need to be established in order to 

fulfill the requirements from the standard.  

Index terms – SDR, SCA, Security, Black Red 

separation, Software Radio, Signal Processing 

I.  INTRODUCTION 
According to [1] [2], Software Defined Radio (SDR) 

refers to the capabilities of the Radio Systems to be 

upgraded via software updates or reconfigurable through 

software commands. The adoption of these technologies 

minimizes the number of required terminals while 

increases their lifetime. Although is not military centric, 

from 1999 until nowadays the evolution of the military 

communications has been based on the SDR 

architectures, with the JPEO JTNC SCA [3] as the main 

exponent. 

Nowadays the tactical communications deployment 

configurations have greatly changed their requirements 

and CONOPS (Concepts of Operations). A typical 

deployment requires different kinds of communications 

equipment, connected to different kinds of networks 

depending on: 

 Throughput and topology requirements 

 LPD (Low Probability of Detection) / LPI (Low 

Probability of Interception) requirements 

 Anti-jamming and resilience capabilities 

 High speed capabilities 

 Legacy systems 

This situation has provoked the co-existence of 

multiple proprietary solutions that hardly interoperate. 

The figure below shows the JTNC Inc 1 deployment [4] 

where all the different networks and Waveforms are 

depicted:  

 

Figure 1. JTNC Inc 1 Network Architecture 

According to Dennis Bauman [4], Joint Program 

Executive Officer for the Joint Tactical Radio System, 

SDR and SCA capabilities are the main enabler of the 

final GIG (Global Information Grid) scenario. 
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The US DoD [5] enforces this scenario by 

highlighting: “The GIG must be designed and optimized 

to support warfighting functions of advantaged and 

disadvantaged users, to include mission partners, across 

the full range of military and National Security 

operations in any operational environment.  The GIG 

must also be resilient and able to support the missions 

despite attacks by sophisticated adversaries” 

Working in parallel to the US DoD GIG, the NATO 

NNEC [6] initiative proposes the ability to federate 

various capabilities at all levels, military (strategic to 

tactical) and civilian, through an information 

infrastructure. 

This situation shorten the differences between a cloud 

connected network and the combat scenario, where the 

tactical equipment is deployed. The introduction of new 

information sources like sensor networks or UAV’s, or 

the interoperability with civilian or public safety 

equipment in Other-Than-War missions’, enforces more 

the idea of an over-connected network. 

As the requirements and the CONOPS change, the 

technology has to evolve accordingly. This over 

exposition of the systems provokes an increase of the 

threats that can alter or make an unauthorized usage the 

network. 

There are few proposals providing a secure 

framework for SDR terminals [39]. On [7] a secure 

framework is proposed, that covers a particular threat on 

the field of operations, safe guarding the subsystem that 

the SDR terminal exposes to the network. A proposal for 

an implementation of a secure SDR architecture is 

presented in [8], making use of the main security 

standards for Security Services [9] and Crypto 

Subsystems [9]. The traditional approach for SDR 

security audit is based on a systematical inspection of 

the SDR architectonical components [10] because it was 

considered that the SDR equipment would be deployed 

in a restricted connection environment, where the 

definition of secure areas can be established. However, 

as it was presented, the radio equipment is no longer 

considered as an isolated node, but as part of a complex 

network deployment.  

This survey is based as well in SDR terminals which 

implement the well-known JTNC SCA standard but 

focuses on the information that has to be shared across 

the network and how to protect it.  

II.  CURRENT SOLUTIONS FOR A SECURE SDR 

ARCHITECTURE 

II.1 JTNC SECURITY ANNEX 

The SCA standard version 2.2 includes a security 

supplement [18] [22] that defines the U.S. Government 

security requirements for JTNC radios, a security API 

and suggests a high level architecture for a secure SCA-

compliant radio. The JTNC security architecture is 

composed of separate partitions: the red partition, the 

black partition and the cryptographic subsystem. The red 

partition stores and processes sensitive information 

unencrypted or with a low level of protection, and black 

partition handles non-sensitive or encrypted information. 

Both partitions are connected by a cryptographic 

subsystem, which has a bypass mechanism for data that 

can be transferred unencrypted between black and red 

partitions.  

A SCA-compliant radio set that implements the 

JTNC security architecture is described in [36]. The 

security supplement suggests a physical separation 

between partitions, i.e., it recommends separate 

processors for the red and black partitions, and a third 

one for the cryptographic subsystem. This physical 

partitioning of functions should also take into account 

compromising emanations, which involves both the 

distribution of power and electromagnetic emissions. 

Depending on the level of confidentiality of the 

information processed by the red partition, 

electromagnetic shielding, physical distancing and 

electrical isolation of physical partitions are mandatory 

[37] [38].  

Both the Red and Black domains contain a full SCA 

stack, and most SCA components are replicated in both 

partitions, with few exceptions. One major exception is 

the Domain Manager. In a SCA-compliant radio, the 

Domain Manager component controls the whole radio 

domain and there is one Domain Manager per radio set. 

There are advantages and disadvantages of allocating the 

radio control component either in the red or black 

partition [39]. Usually, the Domain Manager is 

instantiated in the red partition and it uses the bypass 

mechanism to communicate with components in the 
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black partition. If the black partition is compromised 

due, for instance, to an attack that exploits buffer 

overflow vulnerabilities, the confidential data stored in 

the red partition is not exposed. Furthermore, due to the 

hardware implementation of cryptographic algorithms 

and other security features in the cryptographic 

subsystem, enough bandwidth is available to 

encrypt/decrypt all data that are transmitted or received. 

The hardware components of the cryptographic 

subsystem provide a reliable root-of-trust for the radio 

set as a whole. A hardware root-of-trust is important 

because trusting all the radio software is an unreasonable 

option [39]. However, the widespread utilization of the 

bypass mechanism in some implementations represents a 

major weakness of the red-black paradigm [39]. 

II.2 EUROPEAN SECURE SOFTWARE RADIO 

The target of the ESSOR Program is to provide the 

basis for development and production of Software 

Defined Radio (SDR) devices in Europe to meet the 

requirement for fielding such equipments in Europe 

within the timeframe of 2011-2015, but final schedule 

will depend on national implementations.  

The main outcomes of the ESSOR program can be 

organized in two main areas of interests: 

 ESSOR Architecture. A common 

architecture, shared by the Participating 

States that defines the framework for the 

development of radio platform software and 

associated security elements. 

 High Data Rate Waveform. The HDRWF is a 

high data-rate multi-hop mobile ad hoc 

network, self-organizing and self-healing. 

A milestone of paramount importance of the ESSOR 

program is to define a reliable secure architecture 

compliant with the SCA framework and the ESSOR 

Architecture [32], with the purpose of achieve an 

improvement on interoperability among EU Members 

States, USA, NATO and homeland security 

communication systems. 

With the requirement of maintaining as much 

compatibility as possible with the publicly available 

specification of the JTNC SCA, the ESSOR Architecture 

building blocks have been organized as follow: 

 

Figure 2. ESSOR Platform Building block 

The ESSOR architecture takes as baseline the JTNC 

SCA Architecture for its different building blocks. This 

assumption can be extended to the Security Architecture 

definition, in which the JTNC Security Supplement has 

been taken as reference. The entities constituting the 

Radio Security Services will provide the security 

functionality defined in the scope of the ESSOR 

Program, taking also into consideration the requirements 

inputs from the HDR WF. 

 The ESSOR Architecture inherits from the JTNC 

Security Supplement the implementation of the Red 

(plain text) – Black (ciphered) frontier based paradigm, 

as stated by the platforms that will implement the 

European standard [33].That means that the RSS 

components will have to be used to access the security 

functionality from the Crypto Subsystem.  

The constraint of being compatible with the JTNC 

SCA makes the ESSOR architecture fulfill the 

requirement of CORBA [34] usage as middleware. This 

means that a bypass mechanism would be implemented 

in the ESSOR compliant platforms, to assure 

communication between components located in the Red 

and Black subsystems.   

All these conclusions result from the above 

mentioned references since all the material regarding 

security has been considered classified by the ESSOR 

Community.  

II.3 WINNF INTERNATIONAL RADIO SECURITY 

SERVICES API 

The release of the JTNC SCA v2.2 in 2001 supposed 

a significant game changer in the SDR development. 

This specific version of the standard is structured to 

fulfill two main specific goals [12]: 
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 Increase portability of applications amongst 

SCA platforms  

 Reduce the WF development cost, time and 

resources 

After more than ten years, the JTNC maintains in the 

new version of the SCA [3] the same goals, enforcing 

the importance of success in these objectives. Several 

initiatives both governmental [13] [14] and industrial 

[15] [16], have followed this mandate encouraging the 

certification of SCA compliant platforms. 

The SCA was initially targeted for the military 

domain, therefore security is always present and 

enforced. However, this security layer has been turned 

into a mayor stopper for WF portability and all the 

above initiatives on Platform and Waveform SCA 

compliancy certification keep security consequently out 

of the scope. 

In order to mitigate this problem, the JTNC included 

in the SCA v2.2 a Security Supplement [18], providing 

guidance on how to implement the Security layer of a 

SDR Device. However this supplement was not 

completely alien to comments and criticisms [19], 

indicating the reduced number of requirements that were 

covered by the supplement. The JTNC officially 

deprecate the Security Supplement after the release of 

the version 2.2.2 of the JTNC SCA [20] in favor a 

JTNC-specific security specification.  

This situation impulses the creation of the Security 

Working Group at the Wireless Innovation Forum, 

which in 2011 releases the International Radio Security 

Services (IRSS) API [17]. The working group focuses 

during the development of this API on the military and 

tactical domain. The API is intended to be deployed on 

tactical radios implementing the JTNC SCA 

specification, though SCA is not a requirement for its 

use. 

Following the aforementioned objective on WF 

portability, the IRSS API intention is to maximize the 

portability degree between various radio platforms that 

provide the same API. This API enforces also the 

framework paradigm from the JTNC SCA standard, and 

allows its deployment in non SCA compliant platforms. 

II.3.1 API Organization 

It’s impossible to obviate the fact that the security 

layer in the military tactical communications has been 

historically considered as classified material and any 

effort on standardization has always been withdrawn.  

The new effort from the Wireless Innovation Forum 

relies on the usage of the three categories of security 

coined by the EDA [31]. This model assumes the 

existence of three levels of classification: 

 Open. Public standard that is potentially 

accessible by everyone.  

 Coalition. This category is for more sensitive 

purposes and would be accessible only be 

trusted partners. 

 National. Classified information only 

accessible by national stakeholders. 

Taking into account these considerations, the way 

this API is intended to be used is to allow access to 

the first category, or the other two through a 

transformation layer. The picture below describes 

how the access to each category can be performed: 

 

Figure 3. IRSS category model 

The IRSS API is centralized on the usage of the 

different channels (cryptographic, TRANSEC, platform, 

bypass) that can be established between the Crypto 

Subsystem and the security domains. This statement has 

driven the group to divide the API in the following 

groups [17]:  

 The control service group details interfaces 

used to establish, configure, and otherwise 
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manage channels for services provided by 

this API. 

 The Infosec service group details interfaces 

for usage of cryptographic channels and 

TRANSEC channels.  

 The bypass service group details interfaces 

for usage of bypass channels used to transfer 

waveform control information between 

security domains (e.g. Red and Black 

subsystems) without encryption. 

 The integrity and authentication service 

group details interfaces for features such as 

generating hashes, generating message 

authentication codes (MACs), generating and 

verifying digital signatures, and generating 

random numbers. 

 The protocol service group details interfaces 

that allow waveforms to interact with 

Cryptographic Applications (CAs), using a 

generic protocol to perform CA-specific 

functions. 

The IRSS API doesn’t make any assumption on how 

many security domains the final SDR Device has and 

provides different components connections 

configurations for each situation. The figure below 

represents the IRSS SCA component connections 

configuration with a WF user in a typical two security 

domains situation: 

 

Figure 4. Connection schema between IRSS and WF components 

The specification has been developed by the 

consensus of the working group members, focusing on 

WF portability constraints, however there are some 

improvements that can be taken into account for future 

releases. 

The certificates are generally used in background to 

support other secure operations and are part of the basic 

key management protocols. The structure of the 

certificate and its format is out of the scope of the API as 

it is waveform dependent. Alternatives for its structure 

can be found at ITU [21]. 

A channel is understood as a communication path 

between a WF client and the Cryptographic Subsystem. 

The different channels that can be created are: 

 TRANSEC channels.  

 Bypass channels.  

 Hash channels.  

 MAC channels.  

 Signature channels.  

 Signature verification channels. channels are 

used to verify a signature 

 Protocol channels.  

Although it has been said that JTNC has been pulled 

back, the Security Supplements both in [18] and in [22] 

specify the usage of PTF channels for certain operations 

like bypassing platform specific information or 

configuration. 

Most of the commercial solutions [23] [24] available 

in the market provide also bypass data channels for 

waveform specific functionality. 

As discussed in the case of certificates, the support of 

the IRSS API standard for key management is reduced 

to what the platform supposed to support, leaving to 

waveform or application specific usage. 

From an operational scenario perspective, some basic 

black-key management [25] [26] would be desirable to 

be gathered in the standard, to achieve certain degree of 

reusability among different waveforms. 

II.3.2 COMPARISION AGAINST SECURITY 

SUPPLEMENT 

As has been aforementioned the International Radio 

Security Services has been published to foster and 

improve waveform portability. This approach has been 

already followed by the Security Supplement. However 
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there are significant differences among one solution and 

the other. The following table synthesizes the 

differences between both solutions. In order to 

understand the legends: 

¨X¨ means the API supports completely the 

functional group 

¨□¨ means the API supports partially the functional 

group 

– means the API doesn’t support the functional group 

Group/Primitive IRSS SS 

Management::Zeroization □
1
 X 

Algorithm::Management – X 

Bypass::Channel X X 

Control::ChannelMgmt  X X 

Control::KeyMgmt  X □
2
 

Control::CertificateMgmt  X X 

Infosec::CryptographicChannel X X 

Infosec::TransecChannel  X X 

IandA::HashChannel  □
3
 X 

IandA::MacChannel  X – 

IandA::SignatureChannel  X X 

IandA::SignatureVerificationChannel  X – 

IandA::Random  X – 

Protocol::Channel  X – 

Security::Management – X 

Fill::Port – X 

Alarm::User – X 

Time::Management – X 

GPS::Management – X 
 

Table 1. Comparition between IRSS and JTNC Security 

Supplement 

Architectural 

In general terms, the Security supplement considers 

the API as a monolithic component and assumes two 

security domains, named Red and Black sides for plain 

text and ciphered text respectively.  

On the other hand the IRSS API proposes a more 

structural solution allowing the creation of several 

components even considering some of them as optional. 

The API considers also the possibility of having one or 

two security domains.  

                                                     
1
 Only Key zeroization 

2
 Not possible to update the key with a given algorithm 

3
 Not sign of hash streams 

According to [27] [28] it’s a requirement for all the 

JTNC equipment to be able to zeroize sensitive 

information contained by the crypto, such as keys, 

certificates, algorithms, security policies or users. 

The Security Supplement [22] provides through the 

management service a ZEROIZE_ALL command, which 

allows the user to zeroize all the sensitive information. 

Further investigation on these topics reveals that in [29], 

the JTNC states that not only zeroization is a required 

functionality, but also Over-The-Air-Zeroization 

(OTAZ) is expected. 

There’s no discussion [27] [28] on the need for 

implementing a Fill interface for a tactical radio.  As a 

platform dependent the security supplement proposes a 

set of functions that covers the operational requirements 

for such requisite. 

The International Radio Security Services does not 

consider the management of the algorithms as a 

requirement. The general consensus is to consider 

algorithms as the core of the Crypto functionality as they 

support most of the operations [29].  

Although it can be discussed that the suitability of 

managing the whole lifecycle of the algorithms, from 

loading from an external device to its installation in the 

crypto module, the API should offer the management of 

the algorithm’s ID.  

The Security supplement provides a strong support 

for security policies in order to secure the access to the 

crypto and to manage all the possible contingences and 

exceptions. The IRSS takes the other lane leaving all the 

security policies to WF management. 

Conflicts 

There are several modules that are specified in the 

Security Module not gathered in the IRSS: 

 The Security Supplement supports the 

management of Alarms as stated in [30] [22]. 

This is a consequence of the lack of support 

for security policies.     

 The Security Supplement specifies also the 

possibility of using GPS and Timing support. 

It’s important to highlight the differences 

between this functionality modules and the 
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analog JTNC SCA Components defined in 

[3]  

Finally the IRSS proposes different modules to be 

implemented to provide further support for waveform 

portability: 

 The IRSS provides a Random generation 

module, to support the management of 

random numbers as a support other modules. 

 In order to support waveform specific needs, 

the IRSS provides a Protocol channel. 

 The IRSS also provides MAC functionality 

support. 

As a concluding remark, it seems clear that both 

specifications share most of the functionality provided 

by the platform to ensure waveform portability. It is 

precisely the existence of the Protocol channel 

functionality and the transformation layer mechanisms 

what puts the IRSS API in the frontline for a true  

standardization of the access to the Secure Subsystem. It 

is also clear for the authors that the API has to be 

extended to consider platform needs. 

II.4 CRYPTO API STANDARDS 

On the tactical domain, the Crypto API shares with 

the Radio Security API the same problematic, most of 

the available documentation is considered confidential 

by the governments and radio manufacturers don’t 

disclose their API solutions.  

There is another consideration that has to be made 

before entering in further details that also affect WF 

portability. Nowadays, the Crypto Subsystem is not part 

of the SCA standard; hence it doesn’t follow the 

constraints imposed by the SCA framework. 

This situation increases the portability efforts from a 

waveform development stand point. However there are 

different publicly available solutions that achieve a 

compromise alternative between portability and security. 

The transformation layer concept mentioned in §II.3 can 

also be applied to this standards to achieve a secure 

implementation of the Crypto subsystem.     

Nowadays, the most successful initiative on the field 

is the CICM (Common Interface to Cryptographic 

Modules) standard [10]. Although this standard is not 

specifically tailored for SCA or SDR devices, it can be 

adjusted to fulfill the constraints required for this kind of 

equipment. As it was mentioned in chapter §I. on [8] the 

CICM is studied in order to identify what can be used as 

a reference and what functionality has to be increased to 

be able to implement it in SDR devices.  

Besides detailed and specific questions on technical 

details there is a major controversial on the usage of 

bypass mechanisms. It is not foreseen in the CICM 

specification the usage of bypass mechanisms to allow 

plaintext data flows between different subsystems. This 

is a major stopper since the SCA architecture 

specifically allows, and requires, such communications.  

III.  SDR THREATS AND RISKS 
As the functionality and connectivity capabilities of 

SDR equipment tend to converge into flexibly 

configurable and networked IT devices, one should 

apply the lessons learned in the computing and internet 

security arena. 

Most of the security breaches and vulnerabilities we 

have witnessed for the last two decades result from 

poorly designed architectures considering security as a 

feature or in the worst cases, as last minute patch 

following a devastating attack. For all these years a 

number of authors, security experts and IT practitioners 

have emphasized on the need to consider security as a 

design principle for building solutions rather than a 

feature to be added to an existent system conceived with 

no security in mind. 

Unfortunately the IT mass market and the Internet as 

a global network are clear examples on how things 

should not be handled from a security perspective. Initial 

PC hardware designs (still fundamentally valid 

nowadays) didn’t take security arguments into 

consideration and the same applies to operating systems 

both commercial and open source. 

The last few years, as security concerns were 

growing in the society, have brought forward new 

architectures based on trusted devices that are properly 

supported by widely available operating systems. The 

same applies to the Internet, a stack of protocols initially 

designed with “insecurity” in mind that has become the 

perfect playground for an infinite number of all sorts of 

blended attacks. The undergoing transition versus the 
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security sensitive protocol set present in IPv6/IPsec 

constitutes a promising direction but still threatened by 

very significant challenges and with relatively limited 

scope of application as of today. 

 A number of excellent surveys on SDR security [11] 

[35] have extensively defined SDR security 

requirements, together with the most significant threats 

and corresponding countermeasures. The solutions 

presented (certification, secure download of waveforms, 

software validation, tamperproof modules, entity strong 

authentication, parameterized security zones, etc.) are 

well known and tested mostly in IT network 

environments. 

Although we consider that classical security solutions 

will be needed in any serious secure SDR architecture, 

we consider that at these early stages of secure SDR, a 

prominent effort should be devoted to emphasize the 

“security as design principle” paradigm and 

consequently define solutions and architectures with 

security in mind. 

As an example, the SDR classical architecture 

featuring a crypto module separating the black and red 

zones presents clear advantages in terms of 

concentrating all the key material and sensitive data in a 

well-defined module performing all the cryptographic 

operations. Unfortunately, the need for establishing 

management channels between the physically separated 

red and black zones introduces the need to create bypass 

tunnels that compromise the isolation principle and as a 

result, the security of the whole system.  Furthermore, a 

closer look at the different information flows in the red 

zone shows that, in some cases, confidential data flows 

in the clear and that any encryption solution would need 

the intervention of the crypto module, resulting in 

significant complexity added to the whole system. An 

in-depth analysis of the information flows associated 

with a risk-based approach would be needed to redefine 

the cryptographic protection needed to secure these 

flows and the appropriate architecture needed to store 

and manage the cryptographic keys based for instance in 

trusted modules providing the appropriate (hardware) 

protection to this cryptographic material. 

Another example of an insecure architectural issue 

that needs to be considered is the ability to remotely 

manage the equipment through the SNMP protocol. It is 

widely known that this protocol, especially in its very 

early implementations has resulted in important 

vulnerabilities to the host systems. A risk-based analysis 

would be needed to balance the trade-off between the 

simplified management advantages that this protocol 

brings and the security risks it creates, especially in 

public safety and military environments. 

 As a final remark, one cannot draw an accurate 

picture on SDR security without considering realistic 

scenarios where SDR equipment are subject to serious 

attacks and stress conditions in terms of security. 

Classical IT and network security has made its most 

important advances in a very hostile framework of “real-

life” attacks. The extremely sensitive nature of the data 

handled by these SDR systems together with the 

multiple implications of the service availability and 

accuracy will make it the target of choice for politically 

and economically motivated adversaries. So we consider 

that together with the architectural and design 

considerations presented here, a comprehensive and 

realistic set of real condition tests will need to be 

conducted. 

IV.  A NEW PROPOSAL 

In the current JTNC SCA [3] specification there is no 

reference on how to provide information assurance in a 

SCA compliant SDR equipment. Having said that, there 

are sufficient indications in [18] [19] or in [8] to 

establish the well-known Red and Black architecture as 

a de facto solution for this kind of military graded 

equipment. 

The picture below shows the basic diagram of the 

architecture under discussion: 

 

The diagram shows an architecture based on a secure 

domain (Red) in front of a public area (Black) protected 
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by a perimeter (CS/S). This perimeter acts as a Zone of 

control, which means (military definition): 

“The perimeter is the outer edge of a zone of control 

that enables adequate resupply, protection, coordinated 

communications and movement” 

However equating Red Domain to Zone of control 

can be dangerous and erroneous. The system is 

partitioned in two domains (Red and Black) with 

different tasks and purposes. However, both domains 

share components (or components types) that can have 

small differences (or even different implementations), 

deriving in a duplicated source code management and 

maintenance of those components. 

The Red / Black Architecture forces the implementer 

to two separate boards for each domain. Both 

subsystems have different needs and requirements 

 Red – That is focused in upper layers of the 

communications protocol stack, 

Management, and data acquisition 

 Black – Lower levels of the communications 

protocol stack and signal processing 

This architecture requires the existence of a 

cryptographic subsystem (in most of the cases NON 

CORBA-capable) element between the processing 

boards forcing the developer to provide a bypass 

mechanism. This situation increments the number of 

resources of the development and may have impact on 

the COTS solutions available in the market. 

At this point, it’s of paramount importance to 

highlight that most of the Security Annex of the JTNC 

SCA [18] focuses on this bypass mechanisms, but due to 

the lack of support on the CS/S proprietary solutions 

shall be provided. 

Even with a domain separation approach, the 

literature on SDR security [11] [35] identifies most of 

the threats on the Black domain of the terminal: 

 Insertion of malicious code 

 Alteration / destruction of: configuration 

data, RTOS software, WF software, CF 

software, Middleware Software 

 Artificial consumption of resources 

 Unauthorized use of SDR services 

Therefore, the main objective of the attackers of a 

Tactical network is precisely to shut down the terminal 

and/or other networks. 

It’s has been identified that Black components shall 

get or set information on Red components, that even 

assuming those component are trustable, can derive in 

dangerous situations (Resource DoS). So the question 

we are highlighting here is whether the Red domain 

components get closer to the Black domain or vice 

versa. Where the line between the red and black 

domains should be drawn? 

In order to answer these questions, this security 

proposal is be based on the study of the different data 

flows that may be established within the boundaries of 

the SDR equipment. In the scope of this study, not all 

the scenarios will be described. 

The voice and data flows share some similarities in 

their study, where only the stream acquisition changes. 

Following the JTNC SCA standard, the components 

involved in the data and voice paths are: 

 Data Path: The EthernetDevice is in charge 

of acquiring the data from the actual Ethernet 

port. This acquisition is supposed to be 

secure. 

 Voice Path: The AudioPortDevice and 

VocoderService 

After the acquisition of the data the components used 

to transmit or receive the information are the same. The 

stream is directed to the WF protocol stack for its 

routing and from there to the CryptoDevice and through 

the Crypto Subsystem. The data is received by the 

CryptoDevice that complete the cycle sending the 

information to the waveform protocol processing 

components and once the data is routed, to the 

MHALDevice (if DSP or FPGA are present in the 

system). 
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In the tactical communications environment, the most 

common objectives are: 

 Intelligence agency: To retrieve information 

from the enemy communications 

 Operational agency: To jam enemy 

communications. 

However, as the COMSEC capabilities are getting 

more and more complex, the discussion between the 

agencies end soon. The content of the communications 

can’t be retrieved, so the efforts are now on jamming the 

radio communication signal to shutdown the network. 

All these statements drove us to establish a more 

simplistic assumption on the SDR architecture but 

increasing the resilience of the components and the 

communications among the components. 

The view that concentrates the security risks in the 

black domain is quite simplistic in the opinion of the 

authors. One can expect that ethernet, serial and even 

microphone interfaces could represent threats vehicles 

that could compromise the system security "from the 

inside". One clear example is the above mentioned 

SNMP protocol that has proved to be a significant 

security danger by topping the list of exploited network 

vulnerabilities for years. Furthermore, in a foreseeable 

future other protocols allowing to enhance usability, 

management and control of SDR systems will possibly 

be introduced and deployed. No doubt that these 

protocols will piggyback their own set of vulnerabilities 

that may potentially be exploited by enemies and 

motivated adversaries. Our architectural proposal 

focusing on component and data flow security protection 

provides a powerful means to address this risk scenario 

whereas the black-red dichotomy falls short.  

The proposal is to consider the boundary between red 

and black domains at component level, leaving the 

overall architecture domainless.  

  

The most obvious consequence of engaging this 

solution is a huge improvement on equipment´s SWaP 

But also, simplifying the design, the development cost is 

reduced dramatically. 
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V.  CONCLUSIONS AND WAY AHEAD 
The paper has gone through the security solutions 

that are become mandatory in the development of 

military graded equipment.  

Those solutions may have resolved the security 

problems that appeared with the birth of the SDR 

technologies, but as the tactical networks become more 

and more complex, the threats and vulnerabilities also 

evolve.  

It has been proved that an architecture based in a 

secure domain in front of a public domain may not bring 

as many benefits as expected, because in essence all the 

main attacks of the SDR equipment are focused in the 

public domain.  

These assessments drove us to define a domainless 

model in which the Red / Black boundaries are defined 

at component level, rather than at board level. 

This solution pretends to focus in three main areas: 

 Update the security solution to nowadays 

problems 

 Optimize the hardware design of the 

equipment 

 Streamline the software development, 

allowing the team to focus in one domain 

only. 

Future work will be focus on the implementation of 

the security mechanisms that will have to be deployed to 

establish communications among the components, 

including algorithms, key management and trusted 

computing bases. More precise policies will need to be 

established among the different components allowing 

the implementations to define invocations more 

precisely. 
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ABSTRACT 
 
Using a centrally authorized geolocation database is recently 
being ruled as the preferred method of primary user 
protection in certain markets. The secondary user must be 
location aware, and must periodically access the database 
querying the information regarding available white space. In 
centralized network topologies, base stations can query the 
database on behalf of individual users. In an ad-hoc vehicle-
to-vehicle communications setting, additional wireless 
connectivity to query the database would be necessary in 
each vehicle. On the other hand, depending on the market, 
the regulators require that a mobile node perform a database 
query whenever it moves for more than 100 meters. If this 
rule is adopted for vehicular networks, a vehicle traveling at 
100 km/h would create one database query every 3.6 
seconds. A better way of accomplishing this could be to 
have one vehicle act as a proxy to obtain information from 
the database and distribute it among its peers, not only for 
the current location but also for "future" locations, by taking 
hints from the vehicles' velocity vectors. In this paper, we 
first describe the general architecture which makes dual use 
of a geolocation database and spectrum sensing. In this 
architecture, whenever a database query result is available, 
that information is prioritized over sensing results and when 
the database access is disrupted, vehicles rely on the 
spectrum sensing results. After describing the general 
concepts, we present the middleware-centric implementation 
and field test results of a multi-hop vehicle-to-vehicle 
communications over the licensed TV-band. We present 
results regarding multi-hop throughput, delay, jitter, channel 
switching and database access latencies. 
 

1. INTRODUCTION 
 
“Connected vehicle” and communications among vehicles 
are not anymore future concepts with the automobile 
manufacturers increasingly employing wireless 

communications technologies in new vehicles. Advanced 
driving support applications which rely on wireless 
communications among the vehicles, aiming to increase 
driver awareness and situation perception are being 
envisioned to help decrease accidents. Similarly, traffic flow 
efficiency is expected to improve by using such technologies 
[1]. 
 In 1999, the U.S. Federal Communication Commission 
(FCC) allocated 75 MHz of spectrum in the 5.9 GHz band 
for dedicated short-range communications (DSRC) to be 
used by intelligent transportation systems (ITS). Ever since 
then, applications of one-way or two-way vehicle-oriented 
communications have evolved into various forms. Recently, 
9 MHz of spectrum centered at 760 MHz band has been 
allocated for ITS in Japan. Europe has allocated 30 MHz of 
spectrum in the 5.8 GHz band for ITS. Furthermore, several 
standards supporting vehicular communications have 
already been designed, e.g., ARIB STD-T109 in Japan, 
IEEE 1609 and IEEE 802.11p elsewhere. 
 Currently, the number of vehicles which are capable of 
performing wireless communications is a mere fraction of 
the total current market. Furthermore, the spectrum 
requirements of these vehicles presently are relatively low 
compared to wireless applications deployed in other sectors. 
However, not only the communications among vehicles, but 
also the communications between people, objects and 
vehicles are expected to become ubiquitous in the future, 
resulting in a significant increase in the accompanying 
spectrum and capacity requirements. This requirement of 
spectrum may further be enhanced by the developments in 
automated driving systems where autonomous vehicles 
might need to exchange significant amount of sensor and 
image data in real-time. Eventually, vehicular applications 
might suffer from spectrum scarcity and overcrowding, as 
has already been experienced by other mobile wireless 
communications sectors.  For example, one recent study [2] 
looks into the spectrum requirements of vehicular 
communications for safety applications in which more than 
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80 MHz of spectrum is deemed as necessary for a packet 
error ratio of 1%.  
 To this end, one candidate solution will be to look for 
spectral resources elsewhere, as in the dynamic spectrum 
access (DSA) paradigm where unlicensed devices 
temporarily borrow licensed but spatially and/or temporally 
unused spectrum. In the rest of this paper, we will first 
briefly touch upon our previous work regarding DSA for 
vehicular communications in general, and V2V 
communications over TV white space in particular. 
Following that, we will continue with the description of the 
database assisted vehicular communications system 
underlying concepts, and a brief description of the 
architecture. Finally, we will present the middleware-centric 
implementation and field test results of a multi-hop vehicle-
to-vehicle communications setup over the licensed TV band. 
Results regarding multi-hop throughput, delay, jitter, 
channel switching and database access latencies will be 
presented.  
 

2. PREVIOUS WORK 
 
Applying the dynamic spectrum access concepts to mobile 
environments brings additional challenges due to the 
mobility of the participating hosts. All of the existing 
standards center around a fixed or nomadic base station (or 
access point) in which a master-slave relationship exists. In 
vehicle to vehicle communications, this type of architecture 
becomes less relevant since most of the communications 
occur among vehicles in a geographically confined but 
continuously moving area. 
 Broadcast television spectrum becomes one possible 
candidate for dynamic spectrum access in vehicular 
environments thanks to its relatively static channel 
utilization. In order to opportunistically access the unused 
spectrum, vehicles must be aware of their spectral 
environment. This can be accomplished by incumbent user 
signal sensing or by geolocation database lookup, neither of 
which works perfectly in a vehicular setting [3]. 
 In [4] we described the system architecture and reported 
field test results of multi-hop vehicle to vehicle 
communications over TV white space among three moving 
vehicles. The system relied on limited spectrum sensing 
capabilities of the emulated TV signals in the test area. A set 
of autonomous and distributed control and data channel 
selection algorithms for vehicle to vehicle communications 
which can work in an unknown spectral environment were 
developed and demonstrated. 
 Complementing the system in [4], in [5] we extended 
the system design so as to include dual use of sensing and 
database information. We presented the general design and 
operation principles of a vehicle to vehicle system in which 
the TV white space information is obtained from a centrally 
authorized white space database. In the following section we 

will briefly review that architecture as well as the system 
operation, and describe implementation of the middleware 
that governs the flow of events. 
 

3. ARCHITECTURE AND SYSTEM OVERVIEW  
 
Using a centrally authorized geolocation database is recently 
being ruled as the preferred method of primary user 
protection in certain markets. The secondary user must be 
location aware, and must periodically access the database 
querying the information regarding available white space. In 
centralized network topologies, base stations and access 
points can query the database on behalf of individual users. 
In an ad-hoc vehicle-to-vehicle communications setting, 
additional wireless connectivity to query the database would 
be necessary in each vehicle. 
 Additionally and depending on the market, the 
regulators require that a mobile node performs a database 
query whenever it moves more than 100 meters. If this rule 
is adopted for vehicular networks, a vehicle traveling at 100 
km/h would create one database query every 3.6 seconds. A 
better way of accomplishing this could be to have one 
vehicle act as a proxy to obtain information from the 
database and distribute it among its peers, not only for the 
current location but also for "future" locations by taking 
hints from the neighboring vehicles' velocity vectors.  
 
3.1. Dual Use of Geolocation Database and Spectrum 
Sensing 
 
Since the centrally authorized geolocation database is (at 
least at present) the preferred method of primary user 
protection [6][7], the vehicles must be able to identify their 
location and query the database for available white space. In 
addition to the database access, we allow for spectrum 
sensing as the fallback option in case that the database 
access is lost, owing to high mobility of the network nodes 
(Figure 1).  
 
 
 
 
 
 
 
 

 
 
 
 

 
 

Figure 1. Dual use of database and sensing. 
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When flipping to spectrum sensing as the method of 
spectrum awareness, the sensing subsystem obtains the list 
of vacant channels in the cache (effectively the last database 
access results) and builds a channel sensing plan by skipping 
the occupied channels.  
 If, for some reason, database access cannot be restored 
for a prolonged time, the system might end up starving 
spectrum in the worst case. This happens due to the sensing 
subsystem not visiting the previously occupied channels and 
continuously detecting other occupied channels as the 
vehicle changes location in time. To avoid spectrum 
starvation, we come back to the occupied channel list in the 
cache and select n channels randomly to include in the target 
channels for sensing list. Details of this scheme are 
explained in the flowchart in Figure 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
Figure 2. Database and sensing flip-over with spectrum 

starvation hedging. 
 

 To reduce load on the wireless 3G/4G network used to 
query the database, we implemented two procedures: 1) the 
vehicles which constitute the network swarm (described 
below in Section 3.2) select a proxy in charge of 
communication with the database and dissemination of the 
spectrum availability within the swarm; and 2) the proxy 
downloads spectrum availability information for multiple 
locations on the road in advance. 
 The proxy is selected based on its x-y Cartesian 
coordinates. The area map is divided into a mesh. All 
vehicles compare their location within a square field in the 
mesh (which we call the “distribution area”) to the center of 
that area. A vehicle which is presently at, or close to the 
center of the distribution area queries the database. This 
information is periodically announced on the distribution 
control channel (DCC). Since we assume congestion of the 

760 MHz/5.9 GHz licensed band, it cannot be used to 
distribute the database information. Thus, the proxy simply 
selects the white space channel which will be available for 
the longest distance, as the DCC. Other nodes simply 
sequentially listen all TV channels, starting from the lowest 
index, until they discover the DCC. Conveniently, this 
discovery procedure must be performed only in case of a 
“cold start”, or when a vehicle travels over a completely new 
trajectory. This concept is presented in Figure 3. 
 
 
 
 
 
 
 

 
 

Figure 3. General concept showing the control and data 
plane separation with actual and virtual swarms of vehicles. 

 
 Current FCC regulations require that a mobile white 
space node perform database query whenever it moves for 
more than 100 meters [6]. To act as a simple remedy for 
excessive queries to the white space database in case of high 
mobility of the nodes, the regulations allow for prefetching 
of data.  As the trajectory of vehicles, at least to the next 
intersection, is highly predictable, the proxy can trade a 
number of per–point database queries for a single query 
addressing multiple locations. The query process can further 
be made efficient by filtering out the “cells” that the road 
curvature is clearly not passing through, thus decreasing the 
amount of information that needs to be shared with other 
swarm members. From another point of view, by excluding 
the irrelevant cells from the query, a longer “look ahead” in 
terms of available spectrum might be possible.  
 On the other hand, if a proxy is querying the database 
on behalf of the others, as in a swarm, then a more 
comprehensive pattern which includes other vehicles’ 
position and speed vectors is required. This relevant-cells-
only concept combined in case of three vehicles is illustrated 
in Figure 4. 
 
 
 
 
 
 
 
 

 
 

 
Figure 4. Database query area for a three-vehicle swarm 
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3.2. Formation of swarms 
 
In addition to querying the database, the information about 
location of nodes is needed to establish and maintain 
network topology. Suitably, localization is already an 
important part of the licensed DSRC network design. To 
fulfill traffic safety assistance tasks, the vehicles broadcast 
their data including their identifier, location, speed, heading, 
and acceleration in the licensed 760 MHz or 5.9 GHz band. 
These messages are broadcasted periodically, for instance 
ten times per second, as defined in the SAE J2735 [8], the 
ETSI ITS [9], and the Japanese Advanced Safety Vehicle 
(ASV) Message Set specifications [10]. From the 
information received about its neighbors, each vehicle can 
create and maintain a swarm table. These swarm tables are 
not maintained with perfect accuracy, because high mobility 
of nodes causes frequent changes in the network topology as 
vehicles travel with different speeds and frequently merge 
and leave roads.   
 Given that the role of DCC is to share (announce) 
channel availability information, and that padding of 
additional information on the DSRC broadcast packets is not 
in compliance with the relevant standards mentioned above 
(i.e., SAE J2735, ETSI ITS, J-ASV), the remaining issue is 
how to exchange swarm related information among the 
swarm members. A mechanism is needed on the application 
(data) plane to form “virtual swarms” of nodes which run a 
certain application and requires data exchange. The virtual 
swarm nodes must congregate to the same white space 
channel and select a data route in the case of multi-hop 
exchanges. In our design, the necessary information is 
shared over the group control channel (GCC). Note that 
these control and distribution channels can be logical or 
physically allocated channels. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 5. Outline of the field tests. 
 
 

3.3. Database Design 
  
The database used during the field tests is developed and 
implemented by the National Institute of Information and 
Communication Technology (NICT) of Japan.  It was 
implemented in such a way that divided the entire Japanese 
archipelago into cells of 100m x 100m resulting in 
approximately 550 million cells in which the incumbent TV 
station information is calculated per channel. Cells were 
identified by their latitude and longitude identifiers in 
addition to a cell number. The database was located in 
Yokosuka City, approximately 900 km away from the test 
site, and was accessed via the 3G/LTE networks. 

 
4. FIELD TESTS AND RESULTS 

 
We obtained experimental licenses for five TV channels, 
through channel 13 to 17 of 5.7 MHz of width each, 
centered at 473, 479, 485, 491 and 497 MHz. The license 
was effective for several weeks until the end of March 2014, 
covering a 5 km stretch of the public roads in Miyazaki, 
southwestern Japan. The power limit for the TV band 
devices was approximately 80 mW over these five channels. 
TV band devices employed OFDM without channel 
bonding. Relevant parameters are summarized in Table 1. 
 

Location Misatocho, Miyazaki 
Channels TV Ch 13 to 17 (470-500 MHz) 
Bandwidth 5.7 MHz/channel 
Output Power 79 mW 
Modulation OFDM 64QAM 
Database NICT-Yokosuka, access via 3G/LTE 

 
Table 1. TV band device operation parameters. 

 
 The tests involved three vehicles with a camera installed 
on the headrest of one of them as shown in Figure 6. An 
application that transferred real-time video images from the 
car with the camera to other vehicle(s) was implemented and 
used during the tests. Vehicles traveled at or below 40 km/h, 
the speed limit for the public roads in the test area. Note 
that, while the camera is installed in only one of the cars, the 
sequence of the vehicles need not be as shown in Figure 6 as 
the location based routing scheme implemented in the 
middleware core uses a so-called georouting algorithm. In 
other words, depending on the position of the source and 
destination(s) of the application, the routing scheme builds 
and maintains a route that takes into account the actual 
coordinates of the vehicles. This scheme was also tested by 
changing the sequence of the vehicles without changing the 
source and destination of the application to confirm that the 
position of the source (car with video camera) triggers a 
makeover of the routing table in all cars. 

Proceedings of WInnComm-Europe 2014, Copyright  ©2014 Wireless Innovation Forum All Rights Reserved

43



 
 
 
 
 
 
 
 
 
 
 

 
Figure 6. Field tests with a front-view camera installed in the 

lead car transferring real-time video images to others. 
 
4.1. Throughput and Delay 
  
We first measured the throughput of the system without the 
relay car in between the source and destination (i.e. single 
hop). The values vary depending on the distance between 
the cars, however the average is roughly 5 Mbps. When the 
relay car is introduced in between the source and destination 
(i.e. two hops) the average throughput drops to around 2 
Mbps. This is a known issue stemming from the shared 
media access of all three cars. Theoretically, end-to-end 
throughput can be maintained the same in multi-hop 
structures if each hop uses a different channel, however this 
requires extra hardware and/or other sophisticated schemes 
such as full-duplex radio. The throughput results for TCP 
and UDP, as well as the packet loss percentage and end-to-
end delays are summarized in Table 2 for a packet size of 
1470 bytes. The distance between the cars in the single hop 
measurements was around 140 meters, and was 185 meters 
in total with two hops. 
 

 
Throughput 

(TCP) 
Throughput 

(UDP) 
Packet Loss 

(UDP) 
e2e delay 

One 
hop 

4.64 Mbps 6 Mbps - 3.1 msec 

Two 
hops 

2.24 Mbps 2.7 Mbps 1% 7.2 msec 

 
Table 2. Throughput, delay and loss performance results for 

single hop and two hops. 
 

 Figure 7 presents a snapshot of the display inside the 
rear car showing the near real-time video feed being 
received from the lead car. Video codec delays in these tests 
were much more significant than the packet transmission 
delays (2 seconds versus 7 msecs).  

 Figure 8 zooms into the user interface inside the rear car 
showing real-time operating parameters. Upper portion 
shows the data route active in between the cars, middle 
portion shows the spectrum sensing results, and the lower 
portion shows database query results coming from the proxy 
car overlaid onto the actual map of the test area. More will 
be said about sensing performance below. 
 

 
 
 
 
 
 
 
 
 
 

 
Figure 7. Snapshot of the view inside the rear car showing 

video feed from the lead car. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 8. User interface in the rear car showing routing, 
sensing and database overlay. 
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4.2. Incumbent Sensing 
 
As for the sensing of incumbent signals, we implemented a 
cross-correlation method that looks into a single segment of 
the 13-segment Japanese digital terrestrial broadcast scheme 
(ISDB-T). In ISDB-T, HDTV broadcast signal occupies 12 
segments, and the remaining single 428 KHz segment is 
used for mobile terrestrial digital audio/video and data 
broadcasting (the so-called 1seg service). Our sensing 
implementation was tuned to detect signals on this 1seg 
service band which sits in the center of the TV channel. 
Sensing capability of the radios was -108dBm/430KHz (-
111.3dBm/200kHz).  Figure 9 presents results pertaining to 
detection probability of the 1seg signals. These results were 
obtained when the vehicles were stationary. For comparison, 
we provide spectrum analyzer screen shots of the 
corresponding channels in Figure 10. We also observed false 
alarm rates of 15%, 7% and 1% for channels 43, 44 and 46, 
respectively. The false alarm usually spreads to other 
channels too when the vehicles are not stationary. 
 
 
 

 
 
 
 
 
 
 

 
Figure 9. Incumbent detection probability for channels 35, 

37, 39 and 41. 
 
 
 
 
 
 
 
 
 
 

 
Figure 10. Spectrum analyzer screen shots of the 

corresponding channels in Figure 9. 
 

4.3. Database Access and Channel Switching Latencies  
  
Database access takes 9 seconds for cold start for 3G which 
includes connection setup times and 0.3 seconds for LTE, 
respectively. For the subsequent queries, response time 
decreases to 0.4 seconds for 3G and to 0.12 seconds for 
LTE on average per query. 

 As the vehicles traveled from an area with no incumbent 
signal on the borrowed channel, to another area with 
incumbent activity on that channel, they switched channels 
by negotiating over the group control channel (GCC). We 
measured the time to switch in between the channels. 
Vehicles traveled at approximately 40km/h and with 40-50 
meters of separation during channel switchover tests. 
Switchovers were performed for the following patterns: Ch 
14  Ch 16, Ch 16ch  Ch 15, Ch 15  Ch 16, Ch 16  
Ch 14. The time that the channel on the first hop change 
from a soon-to-be occupied channel to a vacant one, on the 
average, is 2.69 seconds and the time it takes for both hops 
change the channel is 2.70 seconds. Most of this delay 
comes from the radio to “settle” on a new channel. 
 
4.4. Delay Jitter Analysis 
  
Finally, we present results of delay jitter analysis. As 
mentioned previously, end to end delay times are 3.1 and 7.2 
msec for one-hop and two-hop scenarios, respectively. Jitter 
varies similarly for both topologies. Average jitter in single 
hop topology is 2.35 msec and that of two-hop topology is 
5.88 msec. Corresponding distribution patterns of the jitter 
for one-hop and two-hop topologies are given in Figure 11 
and Figure 12. Note the wider distribution with two humps 
in case of the multi-hop topology. 

 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 11. Jitter distribution for one-hop topology. 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 12. Jitter distribution for two-hop topology. 
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5. SUMMARY 
 
In this paper, we have presented an architecture that makes 
use of a centralized TV white space database to determine 
the spectrum opportunities for V2V communications. We 
implemented and tested the system in the field by using 
licensed TV channels and presented results pertaining to 
throughput, sensing, channel switchover, database access 
latencies, end-to-end delays and jitter. Future work would 
look into scalability of the inter- and intra-swarm schemes 
with proxy elements distributing the database information. 
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ABSTRACT 
 
This paper proposes a decision method for transmitting a 
sensing information according to a surrounding environment. 
The sensing node autonomously decides the transmission 
timing based on detection result of a change of the measured 
environment. Then the receiving fusion center can update a 
stored statistical information. However there is a 
relationship between the transmission interval and the 
detection probability of the change of the environment, 
because the transmission interval is regarded as the 
measurement period. By using this relationship, the sensing 
node can avoid using the wireless resources wastefully. This 
paper clarifies the relationship and evaluates the proposed 
method by using computer simulation. 
 

1. INTRODUCTION 
Recently, a scarcity of the wireless resources is one of the 
problems in the world. A cognitive radio system, which is 
one of solutions for its scarcity has been researched from 
many researchers [1]. In particular, a spectrum sensing is 
one of very important technologies in cognitive radio 
systems. By using the spectrum sensing for the cognitive 
radio system, the cognitive system can utilize a white space, 
which is a spatial and temporal vacant spectrum allocated to 
the existing primary systems. Then, the channel utilization 
efficiency is improved by the cognitive radio system. 
However, the cognitive system needs to gather a lot of 
information because the wireless environment changes over 
time and with location. A cooperative spectrum sensing is 
that a fusion center collects the wireless environment 
information from its surrounding sensing nodes. Then, the 
cognitive system requires many sensing nodes. In this 
network, the fusion center comprehensively decides whether 
the channel is the white space or not by using the sensing 
information observed at multiple sensing nodes [2] – [4].  
 Similarly, in a sensor network, the observed 
information is gathered from a sensor node to a sink node 

[5]. Because the observed environment also changes over 
time and with location, the sensor node transmits a lot of 
information to the sink node. The sensing information has 
various characteristics. In this paper, we consider the 
sensing information whose volume of information is low, 
whereas the number of the sensing information which is 
transmitted from many sensor nodes or sensing nodes is 
large. Then the receiving sink node or fusion center 
statistically process the gathered information and store the 
information at a database. In order to update the stored 
statistical information, the node which observes the 
environment transmits the sensing information at regular 
intervals [6] – [8]. In this case, however, the change of the 
environment depends on time, location, situation, frequency 
and so on and the fusion center cannot detect the change of 
the environment in real time. Therefore, this paper deals 
with the method that the sensing node autonomously 
decides the timing to transmit the sensing information.  
 This paper proposes a transmission decision method for 
avoidance of wasteful channel utilization for transmitting of 
sensing information, which depends on the measured 
environment. The proposed method changes a transmission 
interval according to the speed of environment change over 
time. The transmission interval is very important. For 
example, when the interval is too long, there is possibility of 
the environment change in the long interval. In this case, the 
fusion center cannot follow the environment change, 
because the stored statistical data at the fusion center is 
updated by old data which is measured at the sensing node 
due to its long measurement interval. On the other hand, if 
the interval is too short, the data transmission times become 
large. In addition, if the surrounding environment is likely to 
not change in the short interval, the wireless resources are 
wastefully used for transmitting the current data that is equal 
to the previous measurement data. Because the scarcity of 
the spectrum resources is becoming the serious problem, the 
wasteful transmission has to be avoided for the economical 
wireless communications.  
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 Then, in this paper, the proposed method decides 
dynamically adapting the timing of transmission based on 
the change of the surrounding environment. As a result, the 
sensing nodes can autonomously avoid the wasteful use of 
the wireless resources for transmitting the environment 
information. In addition, the fusion center can rapidly 
update the stored statistical data by using the environment 
information based on the wireless environment change. 
However, there is a relationship between the interval of the 
information transmission and an amount of the error of the 
measured results. This paper confirms the relationship and 
evaluates the proposed method.  
 The rest of the paper is organized as follows: Section 2 
shows the system model in this paper. The proposed method 
that autonomously decides the transmission interval is 
explained in Sect. 3. Section 4 presents the simulation 
results. Finally, Sect. 5 concludes this paper.  
 

2. SYSTEM MODEL 
 
In the cognitive radio system, each sensing node observes 
and recognizes a surrounding wireless environment. In this 
paper, an energy detection method is used for detecting a 
white space. This paper assumes that the sensing node 
observes the received power during a measurement period 
and calculates a channel occupancy ratio (COR), Rco, which 
is obtained by summing the number of detected result and 
divided by the number of the measured slots. This 
calculated COR is distributed on a true value. Each sensing 
node observes the received power per slot. The 
measurement period consists of M slots. In this paper, the 
slot is defined as term that the channel utilization trend does 
not change. Here, we assume the channel is occupied with a 
two-state Markov chain model. As shown in Fig. 1, the two-
state Markov chain model is represented by a channel 
occupancy ratio that the channel is occupied (i.e., the 
channel state is ON), Pon, and a state transition ratio, Pst and 
P’st. The channel occupancy ratio is calculated by using the 
results of the energy detection every slot. There are many 
sensing nodes, and then a fusion center gathers much 
information of the channel occupancy ratio from the 
surrounding multiple sensing nodes. The fusion center has a 
database, which stores statistical information of the channel 
occupancy ratio gathered from many sensing nodes.  
 In the proposed method, the sensing nodes transmit the 
information, (i.e., the local channel occupancy ratio, Rco) for 
updating the statistical channel occupancy ratio stored in the 
fusion center after the channel observation during the 
measurement period, M. In this case, we assume the 
measurement period is the same as the interval of the 
information transmission for updating the statistical 
information of the fusion center. In this paper, the 
transmission slot is not considered, and the cognitive radio 
system has a table with an amount of the error depended on 

the measurement period for the channel occupancy ratio. 
Then, the sensing node autonomously decides the timing to 
transmit its own measured channel occupancy ratio (local 
information) toward the fusion center. However the amount 
of the error are included in the channel occupancy ratio 
which is due to detection error by the energy detector 
depends on Signal-to-Noise Ratio (SNR) at each sensing 
node. For simplicity we assume that all of them have the 
same SNR. In addition, we assume that the table with the 
amount of the error which depends on the length of the 
measurement period can be obtained by experimental 
observation results of the surrounding wireless environment 
in the past.  
 Each sensing node selects the error limits of the local 
information by using the table. In this paper, we assume that 
the sensing node knows an allowable error of the local 
channel occupancy ratio in the cognitive radio system. 
Because there is a relationship between the interval of the 
information transmission and the amount of the error 
included in the local channel occupancy ratio, the boundary 
of the allowable error included in the local channel 
occupancy ratio is decided from the received SNR at the 
sensing node and the measurement period. Here, when the 
amount of the allowable error is a certain value α, 1 - α is 
called the confidence coefficient. Then the confidence limits 
are used for deciding the transmission of the local channel 
occupancy ratio, which is observed at each sensing node. In 
this paper, we do not consider collision between the 
transmissions of the sensing information.  
 

3. DECISION OF TRANSMISSION 
 
In this section, we explain the proposed method for 
transmitting a sensing data, i.e., local channel occupancy 
ratio (LCOR) by autonomously detecting the change of the 
environment and the reliability of the LCOR. In the 
relationship between the interval of the information 
transmission and the amount of the error of the measured 
LCOR, if the interval of the information transmission is 
short term, the fusion center can frequently update the 
statistical information. However, at the same time, the 
measured LCOR during the short term might include the 
error with high probability. Then, even if the sensing node 
detects the change of the environment in a short 
measurement period, it is high probability that the calculated 

Fig.1   Two-state Markov chain model 
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LCOR is wrong. That is, when the measurement period is 
too short, a variance of the error becomes larger than case of 
long measurement period.  
 On the other hand, if the interval of the information 
transmission is long term, because the measurement period 
also is long term, the fusion center can gather the reliable 
information. However, if the channel utilization trend 
changes rapidly, the transmitted information to the fusion 
center is different from actual condition over the long 
measurement period. Therefore, the sensing node has to 
decide to send the observation information, i.e., LCOR, for 
updating the statistical information stored in the fusion 
center by considering the amount of the error concluded in 
the sensing result.  
 At first, this section explains the confidence limits, 
which are used for autonomously deciding the sensing 
information transmission at the sensing node. Then we 
present the procedure of the proposed method with the 
derived confidence limits.  
 
3.1. Confidence Limits 
 
 The proposed method utilizes the confidence limits for 
deciding the LCOR information transmission at the sensing 
node. We assume the fusion center has the desired 
confidence coefficient, 1 - α. The sensing node decides the 
confidence limits by using the desired confidence 
coefficient, which is informed in advance from the fusion 
center. In this paper, the sensing node repeats the spectrum 
sensing every slot during the measurement period, M. The 
local channel occupancy ratio (LCOR) during the 
measurement period is calculated from these energy 
detection result per slot at each sensing node. As is clear 
from the law of large numbers, the calculated LCOR 
depends on the number of slots in the measurement period. 
If the number of the measurement slots is small, the 
calculated LCOR includes large error contrary to actual 
channel occupancy ratio of its channel. The difference 
between the calculated result and the actual value decreases 
with the increasing the number of the measurement slots. 
For example, Fig. 2 shows three cases when the actual 
channel occupancy ratio is 0.5. First case is the 
measurement period is five slots. In this case, the calculated 
LCOR is 0.8, which includes large error. Moreover, in 
second case and third case, the measurement period is 
updated 10 slots and 15 slots, respectively. The third case 
denotes the calculated result is more closely to the actual 
value than that of first case and second case. As shown in 
Fig. 2, the case of long measurement period can obtain less 
error of the channel occupancy ratio than other short period 
cases.  
 As seen above, there is the relationship between the 
number of the measurement slots and the amount of the 
error of LCOR. Then, we can generate the table including 

the amount of the error based on the number of 
measurement slots by the computer simulation, whereas it is 
difficult to model the error because it is not always true that 
the distribution of the error included in LCOR is Gaussian 
distribution. In this paper, it is assumed that the sensing 
node has the table on which the amount of the error 
according to the measurement period is written in advance.  
 The sensing node decides the confidence limits by the 
error table. For example, if the desired confidence 
coefficient of the fusion center, 1 - α, is 0.1, the upper 
probability and the lower probability are 5% respectively. 
We assume that the sensing node knows the previous 
statistical channel occupancy ratio (SCOR) stored at the 
fusion center. Then, the sensing node selects the confidence 
limits according to its measurement period on the 
assumption that its own LCOR is equal to its SCOR. If the 

Fig. 2   Calculation of channel occupancy ratio based on 
measurement period 

Fig. 3   Flowchart of transmission decision 
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calculated LCOR is out of the confidence interval, the 
sensing node decides that the environment is changed and 
transits its LCOR information toward the fusion center.  
 Thus, the sensing node can transmit the information 
without wasteful use of the wireless resources with 
satisfying the desired accuracy of the channel occupancy 
ratio at the fusion center by using the table as explained next 
subsection.  
 
3.2. Procedure of Information Transmission 
 
Figure 3 shows the flowchart for deciding the sensing 
information transmission. Each sensing node follows this 
flowchart. At first, the sensing node sets the measurement 
period to M0 slots. Then, the sensing node performs the 
spectrum sensing on the certain channel and stores its result 
in its own memory. When the number of the sensing results 
is equal to M0 slots, the sensing node calculates the channel 
occupancy ratio, Rco

0. As previously mentioned, because the 
sensing node has the table to detect whether the result of the 
measured LCOR is allowable or not, the limits, Lth

0 and Hth
0, 

can be retrieved from its own table according to the 
measurement period (M0 slots). Here, these limits are called 
the confidence limits, and the interval between the lower 
and upper limit is called the confidence interval. In this 
paper, the sensing node decides the confidence limits and 
interval by previous SCOR which is stored at the fusion 
center. Then, the sensing node compares the calculated Rco

0 
with the confidence interval generated by the retrieved 
limits. If the result Rco

0 exists between the lower limit, Lth
0, 

and the upper limit, Hth
0, the sensing node increases the 

number of slots which is performed the spectrum sensing 
and then the measurement period is extended to M1.  
 Then the sensing node achieves to the next stage for 
obtaining higher reliable result, as shown in Fig. 4. In this 
way, if the LCOR calculated by the spectrum sensing is 
within the confidence interval, the sensing node regards that 
the observed channel occupancy ratio does not change and 
then repeats the cycle of the spectrum sensing to obtain the 
reliable result by extending the measurement period. On the 
other hand, if the result of the comparison is that the Rco

0 is 
out of the confidence interval between the lower limit, Lth

0, 
and the upper limit, Hth

0, the sensing node transmits its 
LCOR information to the fusion center. As shown in Fig. 3, 
the sensing node repeats the spectrum sensing for detecting 
the change of the channel occupancy ratio. Here, when the 
repetition achieves maximum number, lmax, the result of the 
spectrum sensing and the measurement period are reset to 
zero and initial value, respectively, because too many 
repetition causes the deadly error. 
 In this way, the sensing node decides the transmission 
of the sensing information. Therefore, the fusion center can 
gather the information that the channel occupancy ratio is 
changed. Moreover, the sensing node can effectively utilize 

the white space by autonomously controlling the 
transmission timing according to its change.  
 
3.3. Characteristics of Proposed Method 
 
The proposed method can transmit the local channel 
occupancy ratio information with the low number of times 
by detecting the environment change. The sensing node 
compares the confidence limits, which are derived from the 
previous SCOR and the confidence interval, with the 
measured LCOR for autonomously deciding to transmit its 
LCOR information by detecting the change of the channel 
occupancy ratio. The sensing information is transmitted to 
the fusion center only if the measured result is out of the 
confidence interval. In this way, the proposed method can 
avoid the wasteful use of the wireless resources. In addition, 
the fusion center can follow the environment change 
because the sensing node transmits the current sensing 
information based on the detection of the change of the 
channel occupancy ratio.   
 As previously explained, when the measurement period 
is short, the result may include the large error. In contrast, 
when the measurement period is long, the measured result 
can obtain high reliability. That is to say, the confidence 
interval is narrow on the long measurement period, whereas 
the short measurement period derives the wide confidence 
interval, when the desired confidence coefficient is satisfied. 
Therefore the sensing node can decide the environment 
change with the desired confidence coefficient, as explained 
in the previous subsection.  
 

4. SIMULATION RESULTS 
 
In this section, we show the simulation results and discuss 
the performance of the proposed method. In order to 
evaluate the performances, this section compares the 
proposed method with the conventional method, which 
transmits the information at regular intervals. In this paper, 
the transmission interval is the same as the measurement 
period. The channel occupancy ratio is changed at a certain 
interval, which consists of static slots. If the number of the 
static slots is large, the channel utilization change is slow. 
On the other hand, if the number of the static slots is small, 
the frequency of channel change is quick. The sensing node 

Fig. 4   Extension of measurement period by each stage 
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performs the spectrum sensing at every slot. Then, the 
LCOR is calculated by its results over the measurement 
period. For simplicity, we assume the calculated LCOR 
does not include an influences of fading and shadowing, 
whereas it includes the influence of the lack of measurement 
result. In the proposed method, we assume that the sensing 
node can obtain correct SCOR from the fusion center when 
the change of the LCOR is detected correctly, even if the 
calculated COR is wrong. That is to say, if the change is 
true and the sensing node correctly detects the change, we 
assume that the sensing node can obtain the SCOR without 
error from the fusion center. We set the actual channel 
occupancy ratio changes three times in this section. Each 
channel occupancy ratio is continued over the same number 
of slots. For example, the number of the static slots is 500, 
1000, 2000 and 3000. In this paper, the state transition ratio, 
Pst, which is described in Fig. 1 is 0.5.    
 At first, we explain the derivation of the confidence 
limits before the proposed method is evaluated.  
 
4.1. Confidence Limits 
 
The proposed method utilizes the confidence limits for 
deciding the LCOR information transmission at the sensing 
node toward the fusion center. The confidence limits are 
tabulated with an amount of the error which is depended on 
the measurement period of the spectrum sensing. However, 
the amount of the error depends on a received SNR at the 
sensing node and the actual channel occupancy ratio (COR). 
From the law of large numbers, the distribution is 
approximately normal distribution, which is centered on the 
true channel occupancy ratio. However, in fact, the 
distribution is inconsistent with normal distribution. Then, 
the first simulation evaluates a cumulative distribution 
function when the sensing node observes the channel 
occupancy ratio.  
 Figure 5 shows the cumulative distribution function 
when the actual channel occupancy ratio is 0.5, 0.7 and 0.9. 
We consider that the measurement period (MP) is 50 slots 
and 300slots. It is assumed that the received SNR is 30 dB.  
As we can see from Fig. 5, each median of the measured 
LCOR does not correspond to each true value. This effect is 
derived from bias of the distribution and limitation of the 
channel occupancy ratio, [0, 1]. Moreover, when the same 
true COR lines are compared, the result that MP is 50 slots 
is higher in variance than the result that MP is 300 slots. 
These results are also clear from the law of large numbers.  
 In the next simulation, these results are used for 
deciding the LCOR information transmission in the 
proposed method. From Fig. 5, the sensing node can obtain 
the confidence limits, which satisfy the desired confidence 
coefficient, 1 – α. In this paper, we assume the desired 
confidence coefficient, 1 – α, is 0.9 and the confidence 
limits are decided from two-sided test. 

 
4.2. The Number of Information Transmission 
 
Hereafter is assumed that the actual COR is transited from 
0.5 to 0.7, and then from 0.7 to 0.9. Figure 6 shows the 
number of LCOR information transmission by using the 
proposed method and conventional methods that the 
measurement period (MP) is 50, 100, 150, 200, 250, 300 
and 500 slots, respectively. From this figure, we can see that 
the proposed method decreases the number of information 
transmission than the conventional methods (MP = 50, 100, 
150 slots, and MP = 200 slots when the number of static 
slots is low).   
 On the other hand, Fig. 7 shows the difference between 
the calculated LCOR and the actual COR with different 
methods, the proposed method has larger difference than the 
results of the compared method. However, as shown in Fig. 
8, when the number of the static slots is low, the probability 

Fig. 5   CDF of Measured LCOR 

Fig. 6   The Number of LCOR Information Transmission 
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Fig. 8   Probability of Correct Detection 

of correct detection is high. Here, the correct change 
detection probability is derived from the result that is 
divided the number of correct detection of COR change by 
the number of transmission when the sensing node uses the 
proposed method. This result indicates the proposed method 
can follow the quick change.  
 Moreover, Fig. 9 shows the result of the average 
measurement period by using the proposed method. From 
this result, we can see the proposed method has maximum 
measurement period. Figuer 9 indicates that case that the 
number of static slots is 1000 slots has the longest 
measurement period (transmission interval). Therefore, the 
sensing node should decide the maximum measurement 
period based on the number of the static slots. As a result, 
these results indicate that the proposed method can transmit 
the sensing information according to the change of the 
environment with satisfying the confidence coefficient.  
 

5. CONCLUSION 
 
In this paper, we propose a method of decision of 
information transmission for avoiding using the wireless 
resources wastefully. By using the proposed method, the 
sensing node can transmit the information based on the 
environment change. We compare the simulation results of 
the proposed method with the simulation results of the 
conventional method, which transmits the observed 
information at regular intervals. From the simulation results, 
we confirm that the proposed method can transmit the 
information according to the environment change.  
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ABSTRACT

A distributed spectrum sensing network is prototyped us-
ing off the shelf hardware consisting of Raspberry Pi mini-
computers and DVB-T receivers with software defined radio
capabilities. Using the prototype network, coordinated, dis-
tributed wideband spectrum sensing is performed in a geo-
graphical area. The spectrum sensing data from the nodes is
collected in a database. Well established low-complexity al-
gorithms for distributed spectrum sensing are applied, and the
results are compared against a professional spectrum sensing
system. We show that with this simple low-cost setup, the
decisions made on the availability of spectrum using the dis-
tributed sensing data correspond well with the decisions made
on the reference data.

1. INTRODUCTION

It is well known that the radio frequency (RF) spectrum is
a scarce resource. Currently, RF spectrum is allocated to
license holders and services by governmental agencies who
generally assign these spectra for large geographical regions
on a long-term basis. With the rapidly increasing number of
users, services, and wireless communication systems, how-
ever, and with the VHF and UHF bands almost completely
allocated already, it is unlikely that the spectrum allocation
methodology will keep up. Furthermore, while most of the
spectrum is allocated, it is underutilized [1].

Cognitive radio (CR) is a technique that addresses this
issue by allocating spectrum dynamically to users. It is fairly
easy to see that a dynamic allocation approach can improve
the utilization of the RF spectrum, as communication systems
are not bound to use a pre-defined frequency range for their
communication anymore. However, CR introduces several
new challenges. One of these challenges is how to deter-
mine what spectrum is available and what spectrum is in use.
At first glance, this may seem trivial, since a quick scan of
the RF bands will reveal where communication is active and

where it is not. If the RF environment is truly cognitive, how-
ever, there will be a high variability on the availability of the
spectrum, since spectrum, by definition, is allocated dynam-
ically. Hence, this calls for continuous scanning of spectrum
and efficient algorithms for determining the availability of the
spectrum.

Spectrum sensing – one of the most important compo-
nents of CR – is the technique for obtaining awareness about
the spectrum usage in a geographical region. The main objec-
tive when doing spectrum sensing is to detect primary users
(PU) in the RF spectrum, where a PU is one who has higher
priority or legacy rights on the usage of a specific spectrum.
Correspondingly, secondary users (SU) are those who have
lower priority and who exploit the spectrum in such a way
that they do not cause interference with the PUs [2]. Without
spectrum sensing dynamic allocation of spectrum would not
be feasible, because if specific RF spectrum was allocated to
a SU which was already in use by a PU, the SU would cause
high interference with the PU.

In this paper we investigate the feasibility of using low
cost hardware for distributed sensing. We note that the dis-
tributed sensing considered in this paper corresponds to non-
coherent wideband centralized co-operative sensing, as de-
fined in [3]. We prototype the distributed sensing network
using a number of Raspberry Pi (RPi) devices with USB
DVB-T (Digital Video Broadcasting - Terrestrial) dongles
connected to them, where the DVB-T dongles function as
software defined radio (SDR) receivers. With this setup, each
sensor node costs roughly 50 USD at the time of writing. We
compare our prototyped sensing network to dedicated profes-
sional equipment and to sensing with a single device. We
use simple algorithms for analyzing the sensing data and for
making decisions on the availability of spectrum.

The paper is structured as follows. Section 2 presents the
general methodology for distributed sensing, while section 3
describes the prototyped distributed sensing network. In sec-
tion 4, details on how spectrum sensing methods are used are
given. Section 5 presents the results from measurements and
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concluding remarks are given in section 6.

2. DISTRIBUTED SPECTRUM SENSING

The main goal with spectrum sensing is to obtain awareness
about the spectrum usage in a geographical area. When the
spectrum sensing is distributed, several sensing nodes are
spread out over the area of interest where each node senses
the spectrum on its own. After the sensing is completed, the
nodes combine their sensing data by transmitting it to a fu-
sion center (FC) where various combination strategies can be
applied. This process is covered in more detail in Section 2.2.

With distributed sensing, a more detailed observation can
be made as compared to sensing with a single node only. Fig-
ure 1 illustrates the distributed spectrum sensing scenario,
where a number of SUs in the neighborhood of a PU sense
their surrounding area, whereafter they transmit their data to a
FC. Note that in the scenario considered in this paper, the FC
contains a measurement database (MDB) where the measure-
ments are stored. When the FC is required to decide on the
presence and absence of signals, it extracts the measurement
data from the nodes from the MDB and uses it for making the
decisions. The decision making process is covered in more
detail in Section 2.1.

Figure 1: Illustration of the distributed spectrum sensing scenario
considered.

In the remainder of this section, we describe some of the
methods used in spectrum sensing, and distributed spectrum
sensing.

2.1. Signal Detection Techniques

Spectrum sensing is the method for determining whether a
signal is present or not in the measured spectrum. This is of-
ten formulated as a binary hypothesis testing problem where
we have two hypotheses H0 and H1 as follows:

y(t) =

{
n(t), H0

s(t) + n(t), H1
(1)

where y(t) is the received signal, s(t) is a transmitted signal,
and n(t) is noise. Thus H0 is the hypothesis that only noise
is present, while H1 is the hypothesis that a signal and noise
is present.

A major influence on the choice of technique for detect-
ing the presence of a signal in the spectrum is whether we
have a priori information about the signal we are trying to de-
tect or not [3]. If we do have a priori information about the
characteristics of a signal we may for example use matched
filters or cyclostationary detection [4]. Matched filters are
used to correlate for example known pilot patterns with the
signal to discover the desired type of signal. Cyclostationary
detection exploits the periodicity of man-made signals.

Another factor that influences the choice of technique is
whether the sensing is for narrowband or wideband detection.
For wideband detection, compressed sensing [5, 6] may be a
more attractive choice than the techniques mentioned above,
mainly because it has a lower computational complexity.

The performance of the detection algorithm chosen can
be described using two probabilities: the probability of detec-
tion PD and the probability of false alarm PF . As the name
suggests, PD is the probability of detecting a signal that truly
is present. PF , on the other hand, is the probability of report-
ing the presence of a signal which in reality is not present.
The probabilities are defined as [7]

PD = Pr(Y > λ|H1) (2)

PF = Pr(Y > λ|H0) (3)

where Y is the decision metric and λ is the decision threshold.
Based on these definitions, the probability of missing a signal,
i.e., the probability of a false negative PM can be defined as

PM = 1− PD (4)

Clearly, a good detection algorithm is one that has a high
PD and a low PF . However, it is noteworthy that a high PF

means that the FC will incorrectly decide on H1, which in
turn means that the corresponding frequencies will not be al-
located to users in a CR network, since the FC believes they
are already occupied. Although this is not optimal, it is still
better than the FC missing a signal and allocating the already
used frequencies to another user.

2.2. Data Fusion

Data fusion is the process of combining sensing data gath-
ered at nodes. Combining of data can be done in one of the
three following ways: soft combining, quantized soft combin-
ing, or hard combining [2]. When using soft combining, the
sensing nodes transmit their entire sensing data to the fusion
center (FC), where the data is combined. With quantized soft
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combining, the sensing data is simply quantized before trans-
mission, thus saving on the required transmission bandwidth.
Hard combining saves even more on the required transmis-
sion bandwidth between the nodes and the FC by making de-
cisions on the presence and absence of signals before trans-
mitting the data to the FC. In this case, the hard decisions
from the nodes are combined at the FC using either AND,
OR, or majority rules.

Using the AND rule, the global decision on the presence
of a signal is set to true if all sensing nodes agree on this.
Correspondingly, when using the OR rule, the decision will
be set to true if at least one of the nodes is of this opinion.
The majority rule, on the other hand, is a more flexible rule in
that it requires that at least a certain number of the involved
nodes agree on the presence of a signal. The number of nodes
to agree on the presence is typically at least half the number
of involved nodes, but it can also be set more strictly, e.g. 2/3
or 3/4 of the involved nodes.

The idea of distributed sensing is also to find local PU’s
that are not visible to centrally located sensing nodes. For in-
stance, ad-hoc networking nodes might communicate locally
such that they are only visible to a single spectrum sensing
node in a distributed sensing network. In this case the data
fusion must be done in a way that also recognizes the possi-
blity of local PU’s. A more general data fusion model which
takes into account geographical distribution and signal prop-
agation models is needed, but it is not in the current scope of
this study.

3. MEASUREMENT SETUP

In this section, we describe the various components, both
hardware and software, of our experimental spectrum sensing
network. First we describe the sensor nodes and the RFeye
reference equipment, after which the implementation of the
measurement database, and our test network are explained.

3.1. Sensor nodes

The sensor nodes consist of a Raspberry Pi mini-computer,
which is equipped with a single-core 700 MHz ARM11 CPU
and 512 MB of RAM. The SDR receiver is a USB dongle
intended for the reception of DVB-T, DAB, and FM radio
broadcasts. The dongle contains a Realtek RTL2832U de-
modulation chip and a Rafael Micro R820T tuner chip. It
has been discovered that the demodulation chip is capable
of outputting raw 8-bit I/Q samples in addition to decoding
DVB-T on-chip. This capability was originally used to de-
code DAB and FM radio, but has lately made these dongles
highly popular as low-cost SDR receivers [8]. The dongles
are capable of streaming samples at approximately 2.5 MS/s
reliably. A sample sensor node is shown in figure 2. The
Raspberry Pi model used for the sensor nodes costs roughly
35 USD, while the DVB-T dongle costs less than 15 USD,

yielding a total cost of roughly 50 USD for the bare hardware
and a low-quality antenna. Peripherals such as storage media
(a Secure Digital card is required for the Raspberry Pi), power
supplies, enclosures and perhaps higher quality antennas add
to this price.

Figure 2: A Raspberry Pi-based sensor node, with SDR capable
USB dongle attached.

In our experiments, we analyze the frequency spectrum
between 110 MHz and 1300 MHz with a resolution band-
width (RBW) of 39.0625 kHz. The software setup consists
of a modified version of the rtl power software, which is
included with the Osmocom RTL-SDR driver package [8].
This software scans the spectrum by hopping through the fre-
quency interval and performing an FFT operation of each in-
terval to calculate a dBm value for each FFT bin. Our modifi-
cations to the software mostly consist of making the software
insert measured frequency sweeps into a remote database in
addition to writing the values to a local file. We chose a sam-
pling rate of 2.5 MS/s (megasamples per second), i.e. we
capture a 2.5 MHz slice of spectrum at a time. We do how-
ever discard half of the measured spectrum interval, 625 kHz
at each side of the measured interval, since the frequencies
farthest from the center frequency tend to have a quite high
attenuation. Thus, we effectively measure only 1.25 MHz
intervals at a time, however we compensate by measuring in-
tervals with a 50% overlap to get the full spectrum of interest.
Each sweep of the 1190 MHz wide spectrum takes approxi-
mately 70 seconds to finish. We did not focus on minimizing
the sweep time in this work, and it might be possible to lower
it, if one accepts fewer samples per sweep. This might how-
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Figure 3: Placement of the RPi-based sensor nodes (RPi 1 to 3 in
figure), as well as the reference RFeye Node in Turku, Finland.

Table 1: Description of the various nodes seen in fig. 3

Node Antenna Placement
RPi 1 Wideband double discone On balcony
RPi 2 Small TV whip Window sill
RPi 3 Wideband antenna Roof of office bldg.
RFeye Wideband double discone 5-th floor terrace

ever lead to unstable results, as the receiver requires some
time to settle after a retune.

3.2. RFeye reference sensor

The CRFS RFeye Node is a spectrum monitoring node sup-
porting the monitoring of spectrum between 10 MHz and 6
GHz (in some models even higher) [9]. The RFeye equip-
ment is being used in a spectrum observatory, lead by the
Illinois Institute of Technology, in which Turku University of
Applied Sciences participates, providing measurements from
the Turku area.

For our experiments, we set the parameters of one RFeye
device to cover the same spectrum width as the RPi nodes and
39.0625 kHz RBW. The RFeye did however sweep through
the entire spectrum in only 3 seconds, giving a much higher
temporal resolution for each frequency. The captured data
from the RFeye serves as our reference data.

3.3. Spectrum Database

We use a central MongoDB document database [10] (also
called a NoSQL database) to store measurements from the
various sensor nodes. In our setup, each document inserted
into the database consists of the data from one measurement
of a 1.25 MHz interval. The document contains fields for
time, sensor ID, start and stop frequencies, RBW, number of
bins, the gain used, as well as an array containing the dBm
value for each measured FFT bin. This data can then be
queried and combined by computers performing fusion and
other analysis tasks.

3.4. Distribution of receivers

For this experiment, we distributed three RPi-based sensor
nodes across the city of Turku, Finland. Figure 3 shows the
locations of the three RPi nodes, as well as the reference RF-
eye Node. The node “RPi 3” was located in the same build-
ing as the RFeye, however different antennas were used. The
distance from the RFeye (and RPi 3) to RPi 1 was approx-
imately 1.2 km, and to RPi 2 approximately 4.3 km. Table
1 shows further information on the antenna type and place-
ment of the various measurement nodes. Note that RPi 2
was only equipped with a standard small TV whip antenna,
and placed on a window sill of a concrete apartment building,
while RPi 1 and 3 were connected to superior antennas, with
better placement.

4. METHODOLOGY

This section focuses on methods used within this work and
how they are applied. We are interested in detecting signals
without a priori information. For this purpose, a common and
simple detection method is energy detection [3, 4], where we
detect a signal based on whether the measured signal-to-noise
ratio (SNR) exceeds a set threshold. Energy detection is thus
not dependent on the type of signal present.

4.1. Noise Floor determination

In order to perform energy detection, we often need a method
of estimating the noise floor of the received spectrum, as it
may be different for different receivers, and may also vary
with frequency and time. In [11], three suitable algorithms
are discussed, namely rank-order filtering, Akaike informa-
tion criterion, and minimum description length methods. We
chose to use rank-order filtering in this study. The use of rank-
order filters in noise floor estimation was inspired by morpho-
logical image processing in [12]. A rank-order filterR(N,K)
takes N values as input, and outputs the K’th smallest value.
The noise detection method iteratively filters the signal with
an R(N, 1) filter followed by an R(N,N) filter, where N is
increased by one for each iteration. With increasing values of
N , wider peaks in the spectrum are filtered out, until eventu-
ally we are left with a single level over the entire spectrum. In
our case, we set a maximum N , that followed relatively fast
changes in the noise floor quite well, without also consider-
ing for example wide OFDM (orthogonal frequency-division
multiplexing) signals as changes in the noise floor.

4.2. Data processing and fusion

In order to analyze the data, we query the spectrum database
for measurements from a certain time interval from the Mon-
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goDB database. We approximate the noise floor through the
use of a rank-order filter, as explained in section 4.1. The
rank-order filter parameters were tuned in such a way, that it
would follow relatively quick fluctuations in noise floor over
the frequency range, while not counting for example wide 8
MHz DVB broadcasts as a large change in the noise floor.
The noise floor was calculated separately for each receiver,
and was subsequently subtracted from the signal.

We used two approaches to data fusion, hard combining
with various voting rules and soft combining using a simple
equal gain combining (EGC) method [3]. In the hard com-
bining approach, we first make hard decisions for each sensor
node, where a signal is assumed to be present if the power
in an FFT bin exceeds a certain threshold above the estimated
noise floor. According to a voting rule, we then set a threshold
for the number of receivers that must have detected a signal
in order for it to be considered present. In the soft combining
approach, we take the average of the measured power from
each receiver (for each FFT bin), and set a threshold above
which the average signal strength should be in order to count
as an actual signal.

5. RESULTS AND DISCUSSION

Using the three RPi-based nodes described in section 3, we
collected measurements into the database for analysis. We
also collected data from the RFeye reference node to be used
as a reference.

5.1. Results

We used two threshold levels of 6.5 dB and 12 dB over the
estimated noise floor for the reference data from the RFeye.
This means that for each FFT bin, we accept H1 (declare that
there is a signal) if the signal power in that bin exceeds the
floor detected by the rank-order filter by 6.5 or 12 dB. The
6.5 dB point was found by manual observation of the regions
where H1 was accepted, to be a suitable level where noise
was no longer likely to result in a false alarm. The 12 dB
threshold on the other hand was chosen as a robust detection
point, where the weakest signals are not necessarily detected.
We would like to point out that the focus of this work is on the
comparison of the RPi network to the RFeye node, rather than
on the selection of good threshold values for energy detection.

For the data from the RPi node network, we used detec-
tion thresholds between 0 and 15 dB. We also tested various
combination techniques for the measurement data from the
three nodes. When using hard decision, we decide to accept
or reject H0 for each node individually, and then combine
the binary decisions according to AND, OR, and 2/3 major-
ity rules. When using soft-combining, for each bin, all three
measurements were summed together and divided by 3, after

which the sum was compared to the threshold (0-15 dB) to
either reject or accept H1.

In order to combine sweeps from different points in time,
we either used a peak-hold method, where the maximum
value of each bin was used to produce the combined result
(to preserve bursty signals), or signal averaging, where the
FFT bins were averaged over time (to reduce noise peaks).
This combination was performed for each node individually
before any thresholds were applied.

We used approximately one hour of measurement data
from each receiver to produce the results. Due to practi-
cal issues, the measurements from the RFeye and the RPi
nodes were captured during different days. The RFeye mea-
surements were captured in the afternoon on June 6th, 2014,
while the RPi measurements were all captured during the af-
ternoon on June 12th, 2014. Due to both measurements be-
ing quite long, and taking place on a workday afternoon, we
do not expect the differing dates to affect the results much.
An overview of the captured spectrum is shown in figure 4,
where data has been combined using the peak-hold method
over time, and also to combine the data from the three RPi
nodes. The detected noise floor has been subtracted from the
signal in figure 4. It is worth noting that the rank-order filter
used for noise floor estimation tends to follow the “bottom”
of the noise floor. This was corrected for by choosing higher
threshold levels.

Figures 5 and 6 show the results from these measure-
ments. The only setting differing between the figures, is that
in figure 5, the peak-hold combining method is used to com-
bine sweeps, while in figure 6, averaging is used. Note that
the legend shown within subfigure (b) applies to all subfig-
ures (a)-(d). The x-axis in the figures is the threshold for hard
or soft decisions when combining measurements from each
RPi node.

Subfigures (a) of figures 5 and 6 show the agreement rate
between the RFeye, and the distributed RPi network as a per-
centage, i.e. how often decisions between H0 and H1 match.
Subfigures (b) show the total measured spectrum occupation.
Note that the two horizontal lines in (b) show the occupation
seen by the RFeye when using the 6.5 and 12 dB thresholds.
In subfigures (c), we measure the rate of false alarms, if we
consider the decision made on the RFeye data to be correct.
The false alarm rate is the number of cases where H1 was
accepted for the RPi measurements, when H0 was accepted
for the RFeye compared to the total number of RPi H1 deci-
sions. 100% would mean that for each H0 decision for the
RFeye, the corresponding decision for the RPi network was
H1. In subfigures (d), we measure the rate of missed signals,
assuming the RFeye decision to be correct. I.e. it is the ratio
ofH0 decisions when the RFeye decision wasH1, to the total
number of RFeye H1 decisions.
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Figure 4: An overview of the captured spectrum from the RPi nodes, as well as from the RFeye reference node. The data from the three RPi
nodes has been combined by retaining the maximum value over time and over all nodes (peak hold).

5.2. Discussion

From figure 5, we can see that the decisions made based on
the RFeye and RPi measurement data are the same for about
85-95% of the spectrum, depending on which configuration
and thresholds are used. When the threshold for detection on
the RFeye data is high, we get a higher rate of agreement,
which is likely due to the fact that the higher threshold dis-
cards weaker signals, which can likely not be picked up by
the less sensitive USB dongles. In terms of agreement on de-
cisions, the highest rate of agreement is reached with the hard
decision rule based on 2/3 majority votes, followed by the soft
combining method. The OR-rule gives the worst agreement
rates in this case. We can also see that we benefit from the
cooperative sensing here, as both the 2/3 majority vote and
soft combining approaches yield a higher peak agreement rate
than the best RPi node (RPi 1) on its own.

While the 2/3-vote rule gives the overall best agreement
rate, one might want to choose another rule, when optimiz-
ing for low rates of missed signals or false alarms. If one
wants to have few missed signals, which is likely the case in
cognitive radio applications [13], the OR rule gives the best
performance, as seen in figure 5(d), as it does not filter out
any H1 decisions from RPi nodes.

Figure 6 yields similar results overall, but the 6.5 dB
limit is already quite high in this case, as noise and bursty
signals have been averaged out. Thus the performance mea-
sures using the 6.5 dB and 12 dB thresholds for the RFeye are
quite similar.

It is important to note that while the RFeye is treated as a
reference here, it is possible that the RPi nodes detect signals
that the RFeye does not due to the different locations and the
different time of measurement. One example of this can be
seen in figure 4, where a low-power cognitive radio test signal
at 610 MHz has been captured by one RPi node, however it
was not present at the other nodes (hence was filtered out by
for example the 2/3 majority rule), and was also not present
at the time of capturing the RFeye signal.

It was noticed during measurements, that setting a high
internal gain in the USB dongle resulted in various forms of
interference and stability issues, while a low gain made the
dongle too insensitive. It might therefore be beneficial to
connect an external amplifier between the antenna and USB
dongle, in order to improve the received signal quality. The
internal clock of the dongle was also found to generate inter-
ference on multiples of 28.8 MHz.

While not perfectly demonstrated with our initial limited
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Figure 5: Statistics for 110-1300 MHz on (a) agreement between RFeye and RPi network, (b) total spectrum occupation, (c) false alarms
(relative to the RFeye reference), and (d) missed signals (relative to RFeye), using peak-hold method of combining sweeps over time.

Figure 6: Statistics for 110-1300 MHz on (a) agreement between RFeye and RPi network, (b) total spectrum occupation, (c) false alarms
(relative to the RFeye reference), and (d) missed signals (relative to RFeye), using averaging method of combining sweeps over time.
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number of sensor nodes in the Turku field trials, a large net-
work of these low-cost nodes could outweigh some of the dis-
advantages that a single node has compared to a higher-end
device such as the RFeye. As mentioned the time required to
perform one sweep of the spectrum is quite high (an order of
magnitude higher than the RFeye), which will result in lower
detection probability of burst signals. This can be at least
partly compensated for by having a larger number of nodes,
and perhaps also multiple dongles attached to each node. The
lower sensitivity of the DVB dongles can also be compen-
sated for by having a wide network of nodes, reducing the re-
quirements on sensitivity of a single node, as there will likely
exist nodes closer to each transmitter. Furthermore, a network
of sensor nodes could also likely aid in locating the source of
a transmission, to help in for example locating rogue trans-
mitters.

6. CONCLUSION

The motivation for the research performed in this paper was to
analyse if a low-cost off the shelf digital wide-band receiver
can be used for effective spectrum sensing. The follow up
question was: if the single low-cost sensing node is not good
enough, can we compensate for this by having a network of
geographically distributed low-cost nodes? In order to an-
swer these questions, a small network of low-cost nodes was
set up, with each node reporting the observed energy levels to
a central database. The observations from this network were
compared to an RFeye reference receiver. Antennas and their
placement are important for good communication, but with
the low-cost DVB-T dongle sensing node, only a very simple
whip antenna is included. Clearly the largest amount of sig-
nals were missed using this antenna, whereas the best antenna
at the best location had the closest match to the signal detec-
tion of the reference RFeye. The difference was however not
that large, i.e. already a simple whip antenna gives useful
information. A challenge comparing spectrum occupancy us-
ing energy levels is to select thresholds for detection, i.e. to
separate signals from noise. In our case, manual heuristics
were used, which is not optimal for the general case where
it should be very easy to automatically deploy new nodes.
This was an initial setup of low-cost sensing nodes, where
we showed that the general idea works, i.e. we get useful
information from the nodes. However, compared to the ref-
erence node, the low-cost node is inferior. The combination
of several low-cost nodes gives better correlation to the data
of the reference node, while placing more importance on the
design of the data fusion model. In that area work must still

be done to enable robust and precise signal detection in the
time-frequency-space.
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ABSTRACT 
 
The paper examines some of these scenarios and challenges 
to security in spectrum sharing, especially when applied to 
critical infrastructure. It should help heighten awareness of 
potential real world consequences that need to be taken into 
account as these systems are designed and deployed. The 
concept of “Practical Session Security” is introduced, and 
the idea of “Wireless Cyber” is explored. The necessity for 
testing these concepts in a safe, test infrastructure ecosystem 
is also discussed. 

 
 

1. INTRODUCTION 
 
Spectrum sharing has become an area of great interest in 
future communications. It has been accelerated in the U.S. 
by the President’s directive to the U.S. Government to share 
portions of its spectrum with the commercial world. A key 
step in this direction was embodied in the U.S. by the 
President’s Council of Advisors on Science and Technology 
(PCAST) report on spectrum sharing [1] and the subsequent 
Presidential Memorandum [2]. Similar efforts are being 
undertaken in Europe as well. This paper examines the 
broader consequences of this class of technologies from the 
point of information security and service disruption. 
 

2. WIRELESS AND CIP 
 
Wireless is now an integral part of Critical Infrastructure 
(CI). Therefore, Critical Infrastructure Protection (CIP), by 
necessity, requires the protection of vulnerabilities in 
Wireless Communications as well [3], especially those that 
can be used to disable key sectors in CI, such as nuclear, oil 
and gas power plants, refineries, pipe lines, bridges, and 
dams. The move toward a “smart grid” model for power 
generation and distribution is heavily reliant on tight 
communications between centralized and distributed 
generation, energy distribution and loads, to optimize the 
utilization of all elements of the chain and maximize 
efficiencies and reduce pollution. Supervisory Control and 
Data Acquisition (SCADA) networks and more advanced  

forms of machine-to-machine (M2M) communications are 
now integral to the operation and safety of CI. This traffic 
could be carried by wired or wireless networks, or a 
combination of both. Wireless also facilitates 
communications with maintenance crews along utility 
corridors, which could be instrumental in service restoration 
after major incidents. Even power plants, which have 
nominally eschewed the use of wireless and used analog 
control in critical control circuits, are installing digital 
controllers. Ideally, these controllers must be isolated. 
However, as a practical matter, they may be connected to 
the outside world for maintenance and updates or share 
common physical communications paths with only virtual 
isolation. Wireless may be used for displaying status for 
operating and maintenance crews to give them mobility. 
Even if a specific operations group chooses not to actively 
use these wireless functions, many modern components 
embed the features in the product creating latent 
communications capability just waiting to be activated, 
often with just a software change. Any chink in this armor, 
which was assumed to be providing protection, could be 
potentially exploited with cyber-attacks. Figure 1 shows the 
multiplicity of systems, many of them interconnected, that 
could be targeted by the attacker.  

Wireless is now also woven into the fabric of most 
people’s daily life, whether they reside in the developed 
world or an emerging economy. Indeed, wireless is, in many 
cases, the catalyst to economic development, since its use 
scales well from micro-finance and small businesses all the 

Figure 1. Potential wireless security targets. 
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way to very large businesses and warehouses. The advent of 
wireless in a small village could mean the opening of new 
opportunities to the least of its inhabitants, spurring 
economic activity, hope, upward mobility, and 
independence. The main reason for wireless deployments 
has moved beyond just the convenience of mobility and 
untethered communications; it has enabled many nations to 
leapfrog the need for the slow and expensive erection of 
wired telephony and internet connectivity to be replaced by 
wireless broadband communications. It is estimated that 
even in the United States, one-third of the households get 
both voice and data communications using only wireless. 
When a major storm strikes, for example, further 
compromising wired and wireless infrastructure, millions of 
people are cut off from their families, whose attempts to re-
establish contact only compounds the problem further. 
However, wireless does not stand by itself. Wireless is now 
an almost inseparable extension of the wired network. It 
may be said that “Wireless isn’t.” 

The accelerating wireless traffic, coupled with the 
marketing of unlimited use data plans, has resulted in an 
unprecedented spectrum crunch. Wireless spectrum for 
mobility and for fixed access is a limited resource, 
especially in bands that propagate well over varied terrain 
and topography to serve rural areas. Wireless service 
providers have moved toward a combination of increasingly 
smaller cells, which increase the utilization in terms of 
Mbit/sec and MHz/sq. kilometer, as well as bandwidth 
aggregation (combining the capacity of different bands into 
one data stream to serve the demand for data). However, 
opening up new spectrum to serve this market is getting 
increasingly more difficult. The cost of relocation of 
services into other bands to free up spectrum can run into 
the billions of dollars, easily swallowing up the profits from 
any sale of spectrum. More importantly, it is a slow process, 
which cannot keep pace with the accelerated demand for 
wireless access and spectrum. In an attempt to preserve 
network integrity and communications in times of event 
stress, the United States, for example, is trying to build its 
own nationwide network, FirstNet, for public safety and 
critical communications. This effort cannot be universally 
replicated for all critical services. 

The next step in capacity enhancement, beyond 
bandwidth aggregation using dedicated bands, is to share 
spectrum dynamically. It is believed that large capacities 
could be unlocked at the expense of modest system and 
terminal complexity when it is determined that a secondary 
user could share spectrum sufficiently without creating 
unacceptable interference to the primary occupant or 
compromising its network. It is also believed that, as new 
versions of incumbent systems become spectrum-use aware, 
sharing efficiencies would increase dramatically. 

When some major incident happens, and hence, traffic 
volume goes up, congestion and delay could have 

deleterious consequences on the safe and stable operation, 
or at least the optimum operation, of CI. In cases where 
there is significant damage to some element of CI, re-
routing of functions (or power in the case of the smart grid) 
requires reliable and well-understood traffic paths to 
execute the required protection and disconnection strategies.  

 
3. SPECTRUM SHARING AND SECURITY 

 
Spectrum sharing throws other potential vulnerabilities into 
the mix, especially when it is used to supplement capacity 
for critical infrastructure communications. It could also 
provide additional ways in which someone wishing to do 
harm could magnify the effects of the incident by additional 
cyber-attacks via the connections and protocols that are 
provided in spectrum sharing. 

Wireless systems have not, at least to date, been 
inherently built with very high levels of security, and most 
security is added in higher levels of the communications 
stack. In addition, wireless is bandwidth and capacity 
limited. Security mechanisms use up precious bits in the air 
interface stream, and the additional computation could 
throttle what is already a relatively slow medium, compared 
to fixed wired networks. Hence, wireless security 
mechanisms are a compromise between data security and 
traffic capacity. More importantly, mobility precludes the 
locking up of channels with extended security establishment 
phases in the protocol. Each access attempt by the mobile 
user exposes the security fabric of the air interface by 
broadcasting at least some information necessary for 
establishing the connection, even if encrypted. Additionally, 
air link hand-off due to user mobility may require the 
regeneration of session keys, especially when one roams 
between sub-networks or different systems. Hence, it is 
relatively less difficult to attack the air interface protocols of 
commercial mobile wireless systems. It is then often up to 
the user to provide end-to-end security; but this, again, 
reduces the usable traffic capacity and is a sub-optimal 
security solution. Furthermore, end-to-end security provides 
no protection against service interruption caused by 
overloading or interruption of communications due to an 
attack on the wireless air interface, even if it is only a 
relatively simple jamming attack or collective interference 
that does not breach data or protocol security. Many CI 
attacks are more concerned with physical effect or 
functional denial of service than theft of information. 

Data bandwidth aggregation using the individual 
capacities of different systems in different bands is a form 
of spectrum sharing. However, it is only as good as the 
security of the weakest system. Systems that share spectrum 
dynamically have additional challenges in maintaining 
security, since they may have access to portions of spectrum 
for only relatively small slices of time. This adds to the 
pressure to use the available bits to maximize user traffic, 
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further restricting security mechanisms. More importantly, 
given the limited shared spectrum access time, the overhead 
of establishing a traditional strong security envelope could 
add too much complexity and take too much time to 
effectively establish and use the connection before it has to 
be given up. Some of the initial negotiation may also have 
to be sent in the clear, opening additional chinks in the 
armor. This is illustrated in Figure 2, where even though an 
attack on a complex aggregate system might fail, the system 
could still be compromised by attacking a weak spectrum 
sharing component. 

Hence, dynamic spectrum sharing systems may require 
capacity aggregation of different data streams. Other 
elements that could compromise spectrum sharing systems 
that aggregate bandwidth, be they dynamic or using static 
bandwidth aggregation, could include (a) different versions 
of IP protocols, (b) the use of IPV4 and IPV6 in the 
different systems, (c) different IP security software and 
management systems, (d) different security protocols 
employed by the different operators, or even the lack 
thereof. Additionally, it is being recognized that the IPV6 
may introduce other vulnerabilities which may, as yet, be 
unknown due to its newness. In many cases, the greater 
dangers may not be in the individual air interfaces 
themselves, but in the interfaces between the systems or 
protocol stacks where they join or concatenate the data 
streams.  

It could be argued that dynamic spectrum access and 
sharing could make it harder to intercept or compromise the 
wireless stream, effectively making this look like a 
frequency hopping spread spectrum system. The effective 
“hopping sequence” is now dependent on observations at 
the individual receivers and may not be replicated at the 
location of the attacker. Hence the prediction by the attacker 
of the next frequency the system would hop into could be in 
error, blunting the attack. This is illustrated in Figure 3. 
However, proposed spectrum sharing systems are also 

expected to use some form of sharing database to guide and 
regulate their activity. Hence, compromising the database 
and tapping into its communications could provide a 
blueprint for the spectrum sharing methodology being used 
by the potential victim, especially in denial of service or 
similar jamming/interference attacks where physical effect 
is more important than information theft. In effect, it 
provides another place where it could be potentially 
penetrated to be compromised.  

At the same time, more components and processing 
stages internal to the “radio design” are moving to software 
and firmware based solutions. As performance of such 
hybrid software/hardware approaches increases and as more 
functions are shifted from dedicated hardware into various 
forms of digital signal processors, the greater the threat of 
lower-level embedded software attacks. Early forms of 
software attacks will likely start as simpler denial of service 
or by interfering with transmission protocols. As interest in 
“Wireless Cyber” vulnerabilities grow, the embedded attack 
techniques, impacts, and complexities of mitigations will 
also grow. 

Finally, it must always be remembered that security can 
never be a “bolt on” solution if maximum integrity is to be 
maintained. Spectrum aggregation using different systems 
precludes a unified and totally planned security mechanism. 
It is no longer possible to impose a comprehensive security 
architecture on the whole. It has also been shown above that 
dynamic spectrum sharing may result in a weaker security 
envelope. 

 
4. TESTING AND MITIGATION 

 
The ingenuity of the cyber-attack community is legendary. 
It has not been possible, at least to date, to provide a formal 
proof of the invulnerability of any digital communications 
system, whether wired or wireless. Hence, an operating 
axiom in communications security is that any system could 
be penetrated at some point; the goal, then, being to increase 
the amount of time it takes to penetrate it to the point that 
the communication traffic being attacked has already ended 
or a more resilient alternative for the end function is 
established. Ideally, the next communications session would 
require a re-start of the attack and, if properly designed, 
make any progress made in the previous attack useless. 
Another goal is to ensure that any malware introduced 
during the penetration is useless to inhibit the next session. 
This may be called “Practical Session Security.” It is 
worthwhile noting that most known long-term interceptions 
and surveillance have used the cooperation of the service 
provider. The only way to validate this goal of practical 
session security, as opposed to absolute security, is to test 
the system by attacking it using the full ingenuity of the 
penetration community and using the full computational 
power available to the attacker. This could, of course, 

 
Figure 2. A weak link compromises an aggregate system. 
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depend on whether the attacker is a script kiddie at home, a 
sophisticated loner, or a sovereign entity. However, 
ingenuity is a leveling factor, and no assumptions can be 
made as to the potency of the attack just based on the class 
of the attacker and available facilities. 

Fortunately, the cyber defense community also includes 
many equally capable orthodox and unorthodox experts. 
They form two main streams. The first does vulnerability 
assessment/development, and the second endeavors to 
provide countermeasures. Hence, any CIP system must be 
tested by the cyber defense experts in a realistically 
complex environment that is reasonably isolated – its own 
CI ecosystem. Additionally, the inclusion of wireless in the 
mix can require a different class of experts or at least teams 
who are familiar not only with cyber security, but also with 
physics, propagation, and protocols of wireless and its 
impacts on cyber security, physical transmission 
environment, and the affected CI (e.g., electrical system, 

chemical process, physical unit). Hence, the term “Wireless 
Cyber” may be coined to encompass such systems whose air 
interfaces are increasingly implemented with 
software/firmware approaches affecting physical functions 
beyond the information transmitted. This could require the 
addition of Wireless Cyber Monitoring over the air, in 
addition to conventional cyber monitoring and defense. It 
may form a discipline of its own. Additionally, it requires 
wireless cyber expertise to design appropriate security 
mechanisms that may need to be designed into the wireless 
systems and tested in a realistic ecosystem before they are 
even built and deployed. 
 

5. CONCLUSIONS 
 
The paper examined some of the scenarios and challenges to 
security in spectrum sharing, especially when applied to 
critical infrastructure.  It should help heighten awareness of 

Figure 3. Security benefit of dynamic spectrum sharing and possible compromise by a point attack on the common database. 
 

Proceedings of WInnComm-Europe 2014, Copyright  ©2014 Wireless Innovation Forum All Rights Reserved

65



 

 

potential real world consequences which need to be taken 
into account as these systems are designed and deployed.  
As wireless becomes more pervasive, it presents more and 
easier targets to attack, even in critical infrastructure.  
Getting large data throughputs in spectrum sharing systems 
may require aggregating data from several systems, which 
will introduce several new vulnerabilities, and make the 
overall system only as strong as the weakest of these.  
Dynamic Spectrum sharing may make it harder for an 
attacker to predict where in spectrum space the system 
might go next, making it harder to compromise.  However, 
other elements, such as a common database used to control 
the system could prove to be an easier target, negating this 
advantage. Finally, the concept of “Practical Session 
Security” was introduced, and the idea of “Wireless Cyber” 
was explored. The necessity for testing these wireless 
concepts in a safe infrastructure ecosystem was also 
discussed. 
 
Hence, while spectrum sharing is a very attractive concept, 
caution needs to be exercised that its security is considered 
as an integral part of the design from inception, and not as a 
“bolt on” afterthought. 
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ABSTRACT 

 

Recently, spectrum sharing with cognitive radio for wireless 

vehicular networks (WVN) has been emerging. For achieving 

spectrum sharing, spectrum sensing is used to protect primary 

user (PU) communications. However, simple spectrum 

sensing is affected by variable surrounding environment 

caused by mobility of secondary users (SU). The detection 

performance degrades in low signal to noise ratio (SNR) 

environment because a simple spectrum sensing cannot adapt 

surrounding environment. Therefore, a cooperative spectrum 

sensing improving detection performance has been studied. 

In the cooperative spectrum sensing, since many costs such 

as power and wireless resources need to share observed 

information, setting appropriate sensing parameters is 

important to reduce costs. In order to realize resource 

efficient spectrum sensing, an adaptive parameter control 

scheme for cooperative spectrum sensing based on a 

measurement-based spectrum database is proposed in this 

paper. In this scheme, firstly secondary user gets location 

information and sends it to the database. The database 

searches the average received power information of PU 

signal at the location SU and reports it to the SU. The SU can 

estimate the PU detection performance according to sensing 

parameters such as sensing period, presence or absence of 

cooperation, cooperative area and so on based on the 

information from database. SU decides sensing parameters to 

fulfill the desired criterion values such as detection 

probability and false alarm rate. As a result, the proposed 

scheme ensures the desired detection performance with 

minimum costs on a mobile environment such as WVN and 

the stable communication performance of PU can be 

protected. 

 

1. INTRODUCTION 

 

Recently, lots of applications works over wireless vehicular 

networks (WVN) have been studied for not only safety 

driving support but also entertainment. In near future, 

demand on additional spectrum resources for WVN will 

increase because WVN requires higher speed and larger 

capacity communication than other mobile communication 

systems. However spectrum resource is scarcity because of 

the increasing the applications of wireless systems such as 

smart phone and wireless LAN. In order to solve the spectrum 

scarcity problem, cognitive radio (CR) [1] is expected to 

employ for spectrum sharing in WVN, which is an 

opportunistic and efficient communication technology. Here, 

a mobile terminal recognizes surrounding radio environment 

and adapts to suitable communication parameters based on 

CR concept. In spectrum sharing with CR, secondary user 

(SU) detects and uses spatial and temporal unused spectrum 

band of primary user (PU) called white space (WS) to 

improve spectrum efficiency. A SU must avoid interference 

to PU with radio environment recognition technologies 

because PU and SU share the same spectrum. There are two 

types of major radio environment recognition technologies. 

One is a radio environment database, which is constructed 

from information of location. The database can know whether 

a SU can share the spectrum or not according to the estimated 

communication area of PU and the estimated interference 

from SU. Then the database returns spectrum usage 

information of location at SU when SU sends own location 

information. Such kind of database is considered to be used 

in the United States defined by FCC. However, the current 

radio environment database cannot support realistic radio 

propagation because the stored information in database is 

estimated by using propagation model. Therefore, the extra 

margin for protecting PU is required and the current database 

leads to degradation of spectrum sharing efficiency. The 

other major radio environment recognition technology is 

spectrum sensing. An SU detects whether PU is idle or busy 

based on the real time spectrum observation by SU. There are 

many kinds of spectrum sensing methods such as energy 

detector, cyclostationarity[2], matched filter [3] and so on. 

The energy detector (ED) is one of the spectrum sensing 

method which does not require large amount of calculation. 

In ED, SU determines whether PU is idle or busy based on 

observing the signal power of PU [4]. The problem of ED is 

the detection performance becomes worse in low SNR 
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environment because the power of the detected signal is 

fluctuated due to fading. As a solution, cooperation of 

multiple SUs for detecting PU called cooperative spectrum 

sensing has been studied. It has higher detection performance 

than an individual sensing. Multiple SUs share observed 

information and integrate it to judge state of PU. The received 

signal at each SU propagated through different channel 

because of variety of locations. The detection performance of 

cooperative sensing is higher and more robust than that of 

individual sensing because SU can use multiple information. 

However, SU needs additional cost such as power and 

wireless resources to share the measured information among 

sensor nodes. Thus, it is important to reduce the number of 

cooperation nodes as few as possible. If SU performs 

individual sensing with enough performance at the point, SU 

selects an individual sensing to keep to the minimum costs of 

sharing information. 

Therefore, this paper proposes a novel cooperative spectrum 

sensing which decides sensing parameters supported by 

measurement-based radio environment database. The 

database is constructed by the average received power when 

PU is ON according to location from the past observed 

information. SU adapts sensing parameters based on 

information provided from the database. In this scheme, SU 

sets sensing parameters to fulfill desired detection probability 

and false alarm rate. SU obtains the information of the 

average received power from the database and decides the 

appropriate parameters by estimating detection performance. 

Therefore, the desired detection performance is achieved 

with minimum costs. In this paper, firstly, radio environment 

recognition technology is explained in detail, next, the 

relation between energy detector on WVN and Rayleigh 

fading is explained. After that, an adaptive parameters control 

for cooperative spectrum sensing based on measurement-

based spectrum database is proposed. Conventional sensing 

and proposed sensing are compared to show the effectiveness 

of the proposed sensing. Finally, the paper is concluded. 

 

2. RADIO ENVIRONMENT RECOGNITION 

METHOD 

 

2.1. Radio environment database 

 

Currently, radio environment database is considered as one 

of the typical radio environment recognition technologies. 

SU recognizes surrounding radio environment of SU by using 

pre-registered database. Almost all conventional databases 

estimate PU communication area by using radio propagation 

model and provide information for SU. However, it is 

difficult to perfectly reflect the influence of geography and 

surrounding buildings. Thus the database constructed by 

measured information represents the spectrum environment 

with high accuracy can be achieved. 

 

2.1.1. Propagation model based database 

 

Federal communication commission (FCC) promotes 

spectrum sharing over TV white space using radio 

environment database as a solution to scarcity of spectrum 

resources. Some associations construct radio environment 

database according to FCC guideline. In the guideline, 

communication area of PU is estimated from parameters of 

PU such as transmit power, location and so on and the 

propagation model is defined by FCC. Thus, the database is 

constructed by information whether SU can use the spectrum 

of PU or not according to SU location. FCC defined database 

cannot perfectly reflect the influence of the geography and 

buildings because of using a radio propagation model. Hence, 

extra margin for protecting PU should be added to the 

estimated PU area defined in the guideline. In this margin, 

SU cannot use the spectrum of PU regardless of the fact that 

SU does not give interference to PU. The margin degrades 

the efficiency of spectrum usage for SUs. 

 

2.1.2. Measurement-based database 

 

It is desirable that the database has information expressing 

real radio environment with more precise for effective 

spectrum sharing. However, the database based on radio 

propagation model cannot perfectly reflect the influence of 

geography and buildings. Thus, the database constructed by 

measured radio environment information has been proposed 

[5 6]. The vehicle equipped with sensor drives to measure and 

to gather the received power with its location for constructing 

the database. Gathered information is split into mesh of a 

given size and the received power information is processed 

statistically. Therefore, the database is constructed by 

statistical information of PU signal according to the location. 

The database can estimate a higher accuracy of real PU 

communication area than the database based on propagation 

model because the measured information reflects to the 

unique effect of the propagated environment. Estimation with 

high accuracy information enables SU to use the spectrum of 

PU without interference and achieves more efficient 

spectrum sharing. 

 
Figure1 Sharing areas based on propagation model. 

Calculated PU’s area

Extra margin

Area SU can share

Proceedings of WInnComm-Europe 2014, Copyright  ©2014 Wireless Innovation Forum All Rights Reserved

68



 

2.2. Spectrum sensing 

 

Spectrum sensing is one of the typical radio environment 

recognition technology based on radio observation. SU can 

get real time information because SU recognizes and 

observes radio environment at the same time. From the 

reason, the spectrum sensing can detect the temporal WS of 

PU has ON and OFF states on time domain different from the 

database. A simplest spectrum sensing scheme called Energy 

detector has been studied extensively. Additionally, a 

cooperative spectrum sensing by using energy detector is 

studied to solve the problem of performance degradation of 

the individual sensing due to wires channel environment. 

Those are explained as follows because the proposed scheme 

in this paper is based on energy detector. 

 

2.2.1. Energy detector 

 

An energy detector is the simplest spectrum sensing scheme 

which only needs small amount of calculation without prior 

information about PU. In energy detector, spectrum sensing 

problem can be considered as a hypothesis testing problem to 

determine whether PU is idle or busy. In hypothesis testing, 

hypothesis is made and determined statistically whether it is 

correct or not. In ED, the idle state of PU is defined as 

hypothesis 𝐻0. The busy state of PU is defined as hypothesis 

𝐻1, 

 

 
𝐻0 ∶ 𝑃𝑈 𝑖𝑠 𝑖𝑙𝑑𝑒 

𝐻1 ∶ 𝑃𝑈 𝑖𝑠 𝑏𝑢𝑠𝑦  . 
(1)  

 

Then, SU determines the present state whether 𝐻0 or 𝐻1 [7]. 

Each state is expressed in the following equation (2), 

 

 
𝐻0 ∶ 𝑥[𝑛] = 𝑤[𝑛]     

𝐻1 ∶ 𝑥[𝑛] = ℎ ∙ 𝑠[𝑛] + 𝑤[𝑛]  , 
(2)  

 

where, 𝑥[𝑛] denotes the received signal of SU. 𝑛 = 1,2, … , N 

is the sample index of and N is total number of collected 

samples. 𝑤[𝑛]  is additive white Gaussian noise (AWGN) 

which has zero mean and variance 𝜎𝑤
2  , ℎ  is channel 

coefficient, 𝑠[𝑛]  is transmitted signal from PU. The test 

statistic 𝑇(𝑥)  calculated by 𝑥[𝑛]  is used to determine the 

state of PU. 𝑇(𝑥) is calculated by following the equation (3), 

 

 𝑇(𝑥) = ∑(𝑥[𝑛])2

N

𝑛=1

     , (3)  

 

The test is compared to the size of 𝑇(𝑥)  and detection 

threshold𝜆. The criterion formula is (4). 

 

 𝑇(𝑥) 
≤
>

 𝜆 ∶  
𝐻0

𝐻1
 (4)  

 

𝑃(𝐻1 |𝐻1)  denotes the detection probability 𝑃D  and 

𝑃(𝐻1 |𝐻0) denotes false alarm rate PFA. High 𝑃D means SU 

has a high possibility of detecting PU communications. High 

𝑃FA  means high probability that PU state is determined as 

state 𝐻0 when PU is busy. Thus, it is desirable to fulfill higher 

𝑃D  and lower 𝑃FA  in ED. However, it is difficult to fulfill 

together because there is a trade-off relation between 𝑃D and 

𝑃FA. 

Generally, detection threshold 𝜆  sets to fulfill desired 𝑃FA 

based on noise levels of receiver. 

If the number of samples is large enough, the distribution of 

test statistic can be approximated to Gaussian distribution by 

the central limit theorem. Thus, 𝜆 is calculated by equation 

(5), 

 

 𝜆 = √N𝜎𝑤
2𝑄−1(𝑃𝐹𝐴) + N𝜎𝑤

2   , (5)  

 

where, 𝑄(𝑥) = ∫
1

√2𝜋

∞

𝑥
e−

𝑡2

2 𝑑𝑡. 𝑃FA is calculated by equation 

(6) when ED performs with 𝜆, 

 

 𝑃FA = 𝑄 (
𝜆 − N𝜎𝑤

2

√N𝜎𝑤
2

)   . (6)  

 

 

2.2.2. Cooperative spectrum sensing 

 

ED easily determines the state of PU communication. 

However, the detection performance of an individual ED 

degrades because the received power degrades because the 

received power fluctuates due to fading, geography and 

buildings effect. Thus, a cooperative spectrum sensing with 

performing multiple observed information of SUs and 

integration for determining have to be studied. SU gains 

spatial diversity effect because SU can use observed 

information not only at SU location but also at other 

cooperation nodes (CN). Therefore, it performs with higher 

 
Figure2 Individual energy detector. 
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detection probability than individual ED. Some integration 

scheme for cooperative sensing are studied. Most general 

approach has extended equation from individual ED. The 

hypothesis on node number 𝑚 = 1,2, … ,M are expressed by 

equation (7),  
 

 
𝐻0 ∶ 𝑥𝑚[𝑛] = 𝑤𝑚[𝑛]     

𝐻1 ∶ 𝑥𝑚[𝑛] = ℎ𝑚 ∙ 𝑠[𝑛] + 𝑤𝑚[𝑛]   , 
(7)  

 

where 𝑥𝑚[𝑛]  is the received signal, 𝑛 = 1,2, … , N  is the 

sample index and N is the total number of collected samples 

on SU or CN has node number 𝑚. 𝑤𝑐[𝑛] is AWGN which 

has zero mean and variance 𝜎𝑤𝑚
2 . ℎ𝑚 is channel coefficient. 

Nodes share the observed information with each other to 

calculate Test statistic 𝑇𝑐(𝑥)  by using 𝑥𝑚[𝑛] . 𝑇𝑐(𝑥)  in 

cooperative sensing with M  nodes is calculated by the 

following equation (8), 

 

 𝑇𝑐(𝑥) = ∑ ∑(𝑥𝑖[𝑛])2

N

𝑛=1

M

𝑚=1

  . (8)  

 

The decision is processed by comparing 𝑇𝑐(𝑥) with detection 

threshold 𝜆𝑐 . If the number of sample is large enough, the 

distribution of test statistic 𝑇𝑐(𝑥)  can be approximated to 

Gaussian distribution by central limit theorem. Thus, 𝜆𝑐  in 

cooperative sensing with M  nodes is calculated by the 

equation (9), 

 

 𝜆𝑐 = √NM𝜎𝑤
2𝑄−1(𝑃𝐹𝐴) + NM𝜎𝑤

2   . (9)  

 

Cooperative sensing can improve detection performance. 

However costs to share observed information such as power 

and wireless resources increase with increasing the number 

of cooperation nodes. Therefore, SU needs to set appropriate 

number of cooperation nodes adaptively for preventing 

excessive increase of sensing costs in cooperative sensing.  

 

3. ENERGY DETECTOR ON WVN AND RAYLEIGH 

FADING 

 

The surrounding environment of SU changes because of 

mobility on WVN. The fading channel and the received 

power at SU variation depend on SU’s location. The 

detection performance of ED degrades caused by temporal 

degradation of the received power on slow fading 

environment. The reason is that the detection performance is 

determined by SNR and the channel coefficient does not vary 

for a sensing duration in slow fading environment. Thus, 

detection performance of ED is unstable because it is affected 

by mobility on WVN. 

The distribution of instantaneous SNR 𝛾  is expressed in 

equation (10) when the amplitude of received signal on SU 

follows Rayleigh distribution [8],  

 

 𝑓(𝛾)＝
1

�̅�
exp (−

γ

�̅�
)   , (10)  

 

where γ̅ is the average SNR. Thus, detection performance 

𝑃Dray of cooperative ED with 𝑚 nodes is shown in equation 

(11), 

 

 𝑃Dray = 𝛼

[
 
 
 
 

𝐺1 + 𝛽 ∑
(
𝜆
2
)
𝑛

2𝑛!

𝑚N−1

𝑛=1

𝐹1 1 [𝑚; 𝑛 + 1;
𝜆

2

�̅�

1 + �̅�
]

]
 
 
 
 

  , (11)  

 

where 𝑚 is the number of cooperation nodes, 𝐹1(. ; . ; . )1  is 

the confluent hyper geometric function and 𝛼, 𝛽, 𝐺1  are 

described in Appendix A. 

 

4. ADAPTIVE PARAMETER CONTROL FOR 

COOPERATIVE SPECTRUM SENSING BASED ON 

MEASUREMENT-BASED SPECTRUM DATABASE 

 

In conventional energy detector, SU has unstable detection 

performance on WVN because SU sets detection threshold 

based on noise levels. The cooperative spectrum sensing is 

proposed to improve the detection performance. However it 

must need costs such as power and wireless resources. So, it 

is better to set minimum number of cooperation nodes. Thus, 

this paper proposes an adaptive parameters control scheme 

for minimize costs of cooperative spectrum sensing by using 

measurement-based radio environment database. 

SU previously sets criterion values of lower limit of detection 

probability 𝑃Ddis and upper limit of false alarm rate 𝑃FAdis. 

Then SU sets sensing parameters to fulfill criterion values 

together by using the average received power information 

stored in database according to location. Therefore, stable 

sensing performance can be achieved regardless of locations. 

The process of this method is shown below. 

 

 

 
Figure3 Cooperative energy detector. 

PU

Point A

Point B
High detection performance at A

2, Share information
(additional costs)

1, Measure

3, Judge
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1. SU sends the own location information to database for 

sharing spectrum to PU. 

2. Database sends the average received power information 

of SU location to SU when PU is ON states. 

3. SU estimates average SNR and 𝑃D on its own location 

based on the average received power and own 

receiver’s noise level. 

4. SU sets appropriate sensing parameters based on SNR 

to fulfill desired 𝑃Ddis and 𝑃FAdis together. 

The parameters configuration is based on 𝑃FA  in the 

conventional sensing scheme. However in our proposed 

scheme, the parameters configuration based on 𝑃D.Thus, the 

proposed scheme is able to ensure the stable detection 

performance and spectrum sharing with stably protecting PU 

regardless of surrounding environment. In this paper, the 

number of sample of each node is constant value and 

detection threshold and the number of cooperation nodes are 

changed to achieve desired sensing performance. 

 

4.1. Detection threshold for individual energy detector 

 

Firstly, SU judges whether the detection performance can 

achieve desired performance or not by using individual ED 

because it is the sensing scheme has minimum costs. SU 

estimates λ when the detection probability achieves PDdis 

by using estimated SNR and detection probability equation 

(11). Then SU calculates 𝑃FA when SU performs individual 

sensing (𝑚 = 1) with λ. SU decides to perform individual 

sensing if calculated 𝑃FA is lower than 𝑃FAdis. Then, SU can 

achieve desired detection performance using individual ED 

with λ . SU decides to performs cooperative sensing if 

calculated 𝑃FA  is higher than 𝑃FAdis . Then, SU cannot 

achieve desired detection performance using individual ED. 

 

 

 

 

4.2. The Number of cooperation node setting 

 

After SU decides to perform cooperative sensing, SU 

calculates the minimum number of cooperative nodes to 

fulfill desired sensing performance to perform sensing with 

minimum costs. To calculate appropriate number of 

cooperation nodes, firstly, 𝑚  is assigned to 2 and SU 

calculates λ  to fulfill 𝑃Ddis  by   using detection probability 

equation (11). Then SU calculates 𝑃FA with λ. If calculated 

𝑃FA is lower than 𝑃FAdis, SU sets λ and perform cooperative 

sensing with 𝑚 nodes. If calculated 𝑃FA is higher than 𝑃FAdis, 

𝑚  is assigned to 𝑚 + 1 and calculate λ again. These steps 

perform repeatedly to set minimum 𝑚 can fulfill the criterion 

values. Therefore, SU performs cooperative sensing with λ 

and 𝑚. 

If SU cannot fulfill criterion values when 𝑚 is assigned to 

maximum number of cooperation nodes M, SU calculates λ 

to fulfill 𝑃FA = 𝑃FAdis and performs cooperative sensing with 

λ and M. 

 

5. SMULATION RESULTS 

 

Computer simulation is used to show the efficiency of the 

proposed scheme. Figure 5 shows the simulation model. SU 

exists in the center of the circle with radius 𝑟 and CNs are 

randomly distributed around SU in the circle. Each CN sends 

the test statistic to share observed information. SU determines 

state of PU based on integrated each CN’s information. In the 

proposed scheme, criterion values of sensing performance are 

lower limit of detection probability 𝑃Ddis = 0.9 and upper 

limit of false alarm rate 𝑃FAdis = 0.1. The cooperation area 

of SU is the circle of radius 200m. 10 CNs are randomly 

distributed in the circle. The detection performance using the 

individual energy detection, the cooperative sensing and the 

proposed scheme are compared. There are 4 cooperation 

nodes selected from 10 CNs in conventional cooperative 

sensing.  

 

 
Figure5 simulation model. 
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CN1

CN2

CN3
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Figure4 Proposed spectrum sensing. 
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5.1. Detection probability evaluation 

 

The detection probability variation of SNR at SU is shown in 

Fig. 6. The detection probability degrades in low SNR using 

individual sensing because individual sensing decides 

detection threshold based on the noise levels of SU’s receiver. 

Cooperative sensing achieves higher detection probability 

than individual sensing. However in high SNR, cooperative 

sensing uses additional costs to share information despite 

enough performance available without sharing costs. On the 

other hand, the proposed sensing sets sensing parameters 

based on detection probability. The proposed scheme shows 

higher detection performance than desired detection 

probability 0.9 in the environment of SNR more than 6dB. 

This is because the proposed sensing can fulfill criterion 

values such as 𝑃Ddis and 𝑃FAdis together with minimum costs 

in this environment. However from 6dB, the detection 

probability gradually decreases because in this environment. 

SU cannot fulfill criterion values together caused by 

limitation of maximum number of cooperation nodes. This 

decrease can be curbed to increase the number of samples or 

cooperation nodes. The proposed sensing enables SU protect 

PU stably regardless of surrounding environment. 

 

5.2. False alarm rate evaluation 

 

The number of false alarm rate variation of SNR at SU is 

shown in Fig. 7. It shows false alarm rate is constant 

regardless of SNR in conventional individual and cooperative 

sensing because SU sets detection threshold to fulfill constant 

𝑃FA in conventional sensing. While in the proposed sensing, 

𝑃FA.varies according to SNR, 𝑃FA is always lower than upper 

limit of 𝑃FAdis = 0.1 . Lower 𝑃FA  means SU has stronger 

potential to find WS. In this way, the proposed sensing gets 

as many chances as possible with ensuring the protection of 

PU’s communications. 

 

 

5.3. The number of cooperation nodes evaluation 

 

The number of cooperation nodes variation of SNR at SU is 

shown in Fig. 8. Although the conventional individual and 

the cooperative sensing have the constant number of 

cooperation nodes regardless of SNR. On the other hand, the 

proposed sensing adapts it based on SNR. The number of 

cooperation nodes is small in high SNR environment and it is 

large in low SNR environment. This adaptation makes 

constant detection performance from low to high SNR 

environment with minimum costs. The conventional 

cooperative sensing and the proposed sensing have enough 

performance in high SNR environment as shown in Fig. 6. 

The conventional cooperative sensing has 4 cooperation 

nodes. It means information sharing costs are needed. 

However the proposed sensing has only 1 cooperation nodes. 

It means SU performs individual sensing without sharing 

costs. The proposed scheme can reduce information sharing 

costs as possible with stable detection performance. 

 

6. CONCLUSIONS 

 

This paper considers the problem of the conventional energy 

detector in WVN and a novel parameter adaptation spectrum 

sensing based on radio environment database for WVN is 

proposed. The proposed sensing achieves desired detection 

 
Figure8 SNR versus number of cooperation nodes. 

 

 
Figure6 SNR versus detection probability. 

 
Figure7 SNR versus false alarm rate. 
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performance with minimum costs by setting sensing 

parameter based on SNR according to location. Thus, the 

detection performance is evaluated to show the effectiveness 

of the proposed sensing by simulation. Therefore, the results 

indicate that the proposed sensing can achieve more stable 

protection of PU’s communication than the conventional 

sensing with minimum costs regardless of location. 
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APPENDIX A 

 

𝛼, 𝛽, 𝐺1 in equation (11) describe as follow, 

 𝛼 =
1

𝛤(𝑚)2𝑚−1 (
1

�̅�
)
𝑚

  , (12)  

 𝛽 = 𝛤(𝑚) (
2�̅�

1+�̅�
)

𝑚

𝑒−
𝜆

2  , (13)  

 

𝐺1 =
2𝑚−1(𝑚 − 1)!

(
1
�̅�
)
𝑚

�̅�

1 + �̅�
𝑒

−
𝜆

2(1+�̅�) [(1 +
1

�̅�
) (

1

1 + �̅�
)
𝑚−1

 

× 𝐿𝑚−1 (
𝜆

2

�̅�

1 + �̅�
) + ∑ (

1

1 + �̅�
)
𝑛

𝐿𝑛 (
𝜆

2

�̅�

1 + �̅�
)

𝑚−1

𝑛=0

]  , 
(14)  

where 𝐿𝑛(. ) is the Laguerre polynomial of degree 𝑛. 
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ABSTRACT 

 

Ethernet and Industrial Ethernet are widely used nowadays 

in control applications due to the bandwidth, robustness and 

scalability they provide. However, when dealing with 

complex systems, the use of these standards generates 

complex wirings, and the necessity of devices that penalize 

the size and weight of the system (e.g. access points, routers, 

switches, etc). Besides, depending on the application (e.g. 

moving or rotating elements) it may not be possible to route 

a wire to all the elements to control. The use of wireless 

control networks is therefore the solution for these issues. 

However, this type of applications requires a reliability not 

provided by classical wireless communication systems. 

Software Defined Radio and Cognitive Radio are 

technologies that enable the implementation of wireless 

communication systems with enough bandwidth and 

reliability so as to replace this type of wired control 

networks. On this basis, this paper presents the 

implementation of a wideband RF-to-Ethernet bridge for its 

use in control applications. The bridge has been fully 

implemented on an FPGA device and includes cognitive 

features in order to achieve the reliability and interference 

avoidance that control applications require. 

 

 

1. INTRODUCTION 

 

Nowadays there is a trend towards replacing wired 

communication systems by wireless solutions, since the 

reduction of the number of wires is an appreciated 

characteristic in any type of installation. This especially 

happens in industrial environments on which the size, weight 

or maintenance easiness of the installation has further 

economical impact (i.e. aeronautics, rail transport, etc.) 

Besides, the use of wireless communications becomes 

compulsory when the application contains moving or 

rotating elements in which it is not possible to route a wire. 

 Traditional wireless communication systems can be 

used in those subsystems in which communication reliability 

is not critical (e.g. multimedia delivery in passenger 

transport). However, other data transfers, such as the ones 

needed for control applications, require robustness and 

reliability levels not reachable by these traditional systems. 

This fact is precisely more noticeable in industrial 

environments due to the harsh conditions present in them 

(metallic objects causing multipath, interferences, etc). 

Software Defined Radio and Cognitive Radio are the 

technological answer that can overcome these limitations 

and enable the use of wireless communications in control 

applications.  

 Ethernet, and its industrial variations such as Industrial 

Ethernet or EtherCAT, are some of the most used standards 

in control applications. Therefore, this paper aims to present 

a solution for easily replacing a wired Ethernet link by a 

wireless one, and, continuing with previous works [1,2] 

implements an RF-to-Ethernet bridge using a wideband 

cognitive wireless communication system. The cognitive 

RF-to-Ethernet bridge captures the input Ethernet frames, 

transmits them over-the-air in an interference-free 

frequency, receives and reconstructs the frames in the 

receiver and puts them back into the wired interface. The 

main contributions with respect to the previous works are 

the redesign of the reception and transmission algorithms 

and the implementation of the Ethernet frame processing IP. 

These modifications allow the presented communication 

system to interchange frames with an Ethernet interface and 

increase the data rate from 1.6 Mbps to 12.8 Mbps, hence 

achieving a wideband communication. Moreover, it is now 

able to transmit short frames instead of a continuous stream, 

and the reception algorithms have been designed 

Proceedings of WInnComm-Europe 2014, Copyright  ©2014 Wireless Innovation Forum All Rights Reserved

74



accordingly so that synchronization is carried out during the 

preamble that precedes each frame.  

The system has been fully implemented on an FPGA 

device, thanks to the high performance and flexibility 

offered by this type of devices. The baseband data 

processing algorithms have been designed, tested and 

implemented using System Generator for DSP, Xilinx’s 

rapid prototyping tools. Besides, a commercial adjustable 

RF front-end and a custom-designed reconfigurable antenna 

make the system capable of working in the Industrial, 

Scientific and Medical (ISM) bands of 868 MHz and 2.45 

GHz. 

 The remainder of this paper is organized as follows. 

Section 2 describes the complete system and presents the 

most significant blocks that make it up. System performance 

is analyzed in Section 3 presenting the measurements that 

have been carried out in the RF-to-Ethernet bridge. Finally, 

concluding remarks are summarized in Section 4. 

 

2. SYSTEM DESCRIPTION 

 

The designed cognitive RF-to-Ethernet bridge consists of 

two FPGA-based nodes, being each of them able to carry out 

both the Ethernet-to-RF and RF-to-Ethernet conversion. The 

system works in a half duplex mode; this means that each 

time one of the nodes will act as an Ethernet-to-RF bridge, 

while the other one will act as an RF-to-Ethernet bridge. In 

order to achieve the reliability needed in communications 

for control applications, the system implements a Dynamic 

Spectrum Access (DSA) algorithm. Taking advantage of the 

capability of the system for transmitting in two ISM bands 

(868 MHz and 2.45 GHz), the DSA algorithm selects the 

most suitable frequency in order to avoid interferences. An 

overview of the whole system can be seen in Figure 1. 

 

 

 

 

2.1. Ethernet-to-RF Bridge 

 

The node acting as RF-to-Ethernet bridge implements three 

functions: the Ethernet frame processing IP, the QPSK 

modulator and the Dynamic Spectrum Access algorithm. 

 

2.1.1. Ethernet frame processing IP  

 

The Ethernet frame processing IP is in charge of receiving 

the frames from the Ethernet PHY in a Media Independent 

interface (MII), reconditioning them and routing them to the 

QPSK modulator. It implements an Ethernet MAC, two dual 

port RAMs (implemented using FPGA BRAMs for 

improved speed) and a control Finite State Machine (FSM). 

 The Ethernet MAC manages the communication 

between the PHY and user logic. It receives the frames in an 

MII interface and translates them into a byte-by-byte format. 

Due to the different data rates used by the incoming data and 

the modulator, it is not possible to connect these two blocks 

directly. The dual port RAMs enable this connection by 

 
Figure 1: Wideband, cognitive, wireless RF-Ethernet bridge 

 

 
 

Figure 2: Ethernet frame processing IP 
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allowing asynchronous and independent read/write 

operations in each of their ports. The control of these 

operations is carried out by the control FSM.  

 It should be noted that although only the Ethernet to 

modulator transition has been mentioned, the Ethernet 

processing IP works in a bidirectional way. A single 

Ethernet processing IP is implemented per node; hence, in 

the node acting as RF-to-Ethernet bridge, this block is in 

charge of properly encapsulating the demodulated data into 

a frame and delivering it to the Ethernet PHY. A block 

diagram of this IP is shown in Figure 2. 

 

2.1.2. QPSK modulator 

  

The QPSK modulator is in charge of two functions: data 

encoding, in order to increase the reliability of the 

communication, and the modulation function itself. Data is 

first processed by a convolutional encoder with a ½ rate, 

and then delivered to the modulator in which a 256-symbol 

preamble is added for start of frame detection and frequency 

and phase recovery in the receiver. A 32-symbol Start Frame 

Delimiter (SFD) is added as well.  

 Received Ethernet frames may have different lengths. In 

order to properly transmit them, the length is measured and 

included in two bytes (8 QPSK symbols) before the payload. 

The complete frame to be transmitter over the air is 

represented in Figure 3:  

 

 

 

 

 

 

 Finally, data is mapped over the QPSK constellation 

and the signal is oversampled by a factor of 4. After that, the 

signal is filtered with a raised cosine filter (roll-off = 0.35) 

prior to being sent to the reconfigurable front-end. 

 

2.1.3. ED Dynamic Spectrum Access algorithm 

 

In parallel, an Energy Detection (ED)-based DSA algorithm 

is also implemented in the FPGA [2]. This algorithm looks 

for the available frequencies within the spectrum, based on 

energy presence, and selects the transmission frequency 

accordingly. The system is completed with a MicroBlaze 

soft processor in charge of reconfiguring both the RF front-

end and the antenna, based on the information provided by 

the DSA algorithm. This processor is also in charge of the 

initialization of the whole system. 

 

2.2. RF-to-Ethernet Bridge 

 

Similarly, the node that carries out the inverse operation, i.e. 

the RF to Ethernet conversion, also implements three 

functions: the Dynamic Spectrum Access algorithm, the 

QPSK demodulator and the Ethernet frame processing IP. 

 

2.2.1. FD Dynamic Spectrum Access algorithm 

 

The DSA algorithm in the receiver has no information about 

the transmission frequency that the Ethernet-to-RF bridge is 

using. Hence, it must be capable of distinguishing between 

the transmission targeted for the RF-to-Ethernet bridge and 

the interferences present in other frequencies. Therefore, a 

Feature Detection (FD) DSA algorithm [3] is implemented 

in which cyclostationary features (dependant on signal 

characteristics such as modulation or symbol period) are 

used in order to distinguish the target transmission. 

 

2.2.2. QPSK demodulator 

 

Once the system is configured in the correct frequency band, 

baseband IQ data coming from the RF front-end is 

processed by the QPSK demodulator. First, the system 

detects a transmitted message by means of a preamble 

detector, which triggers the feed-forward timing recovery 

algorithm, based on Maximum Likelihood estimation [4]. A 

Farrow structure interpolator filter is used to get optimal 

symbol value. Later, a data-aided coarse frequency estimator 

is used to compensate the carrier frequency drift [5]. Joint 

phase and SFD estimation [6] is done first detecting where 

the frame starts and then the phase offset is estimated based 

on the preamble training data. Once the data symbols are 

correctly aligned, the payload data is decoded using the 

Viterbi algorithm and routed to the Ethernet frame 

processing IP.  

 The demodulator is also composed of an Automatic 

Gain Controller (AGC). This block uses the preamble to 

compute the incoming signal power and sets the analog 

amplifiers present in the RF front-end accordingly so that 

the received signal at the ADC converters reaches a 90% of 

full scale. Once a frame has been properly demodulated, the 

AGC sets back the amplifiers to their maximum gain in 

order to obtain the highest possible sensitivity. The dynamic 

range for the receiver is specified from -95 dBm to -30 dBm. 

 

2.2.3. Ethernet frame processing IP 

 

In the node configured as an RF-to-Ethernet bridge, the 

Ethernet frame processing IP is in charge of managing the 

communications between the demodulator and the Ethernet 

PHY. In order to complete the RF-to-Ethernet conversion, 

this IP encapsulates properly the received data into an 

Ethernet frame, adjusts the data rates with the double port 

RAMs and delivers it to the Ethernet PHY via a Medium 

Access Control (MAC) IP. As mentioned before, a single 

Ethernet processing IP is present in each node, hence being 

able to manage a bidirectional communication. Similarly, 

 
 

Figure 3: Frame format 
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the Microblaze soft processor, in charge of transmitter 

functions, is also in charge of managing frequency changes 

in the receiver and initializing the demodulation system. 

 To conclude, each of the nodes contains a commercial 

adjustable RF front-end and a custom-designed 

reconfigurable antenna. These devices make the system 

capable of working in the Industrial, Scientific and Medical 

(ISM) bands of 868 MHz and 2.45 GHz [2]. 

  

3. MEASUREMENTS 

 

This section will detail the measurement tests that have been 

carried out over the RF-to-Ethernet bridge presented in this 

contribution. 

 

3.1. Effective data rate 

 

The baseband data processing algorithms implemented in 

the FPGA and the IQ ADC/DAC converters in the 

adjustable RF front-end are both clocked at a 25.6 MHz 

frequency. An oversampling rate of 4 has been used in the 

system, what leads to a 12.8 Mbps raw data rate in the 

wireless link. 

 However, the inclusion of a ½ rate convolutional 

encoder in order to increase the reliability of the 

communication reduces by half the effective data rate of the 

system. Besides, the 256 symbol preamble and 32 symbol 

SFD included in each of the frames to be transmitted also 

degrade this effective data rate. Taking into account that the 

length of these two sections of the frame is fixed, this 

degradation will become more significant for small frames. 

 Figure 4 shows the effective data rate achievable by the 

system versus the frame length. Despite the degradation 

suffered by the data rate, typical update frequencies in 

industrial wireless sensor and actuator networks in the 

process automation domain are between 10 and 500 ms, as 

can be observed in Table 1 [7]. Therefore, and considering 

that the amount of data to be transmitted in this type of 

applications is not very large, the achieved data rate is 

suitable for them. 

 

3.2. Latency 

 

Table 2 shows the latency introduced by the different blocks 

of the system, as well as the overall latency. It should be 

noted that the air propagation delay, although negligible, 

should also be added to the measured times in order to 

obtain an exact latency. The presented times have been 

measured from the first 4 parallel bits (RXD[3:0]) arriving 

through the MII interface of the Ethernet-to-RF bridge to the 

same 4 bits being written to the TXD[3:0] signals of the MII 

interface of the RF-to-Ethernet bridge. 

Table 1: Typical requirements for industrial wireless sensor and actuator networks in the process automation domain 

 

 
 

Figure 4: Effective data rate vs. Ethernet frame length 
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 It can be observed that due to the double port BRAMs 

needed in order to adequate the data rate in the Ethernet to 

FPGA and FPGA to Ethernet transitions, the latency is also 

dependent on frame length. Besides, these transitions are the 

ones that introduce the biggest latencies in the system. 

Unfortunately, due to system topology and selected FPGA 

working frequency it is not possible to remove these 

transitions and their latencies.  

 

3.3. Frequency reconfiguration times 

 

Frequency reconfiguration times have also been measured 

and can be seen in Table 3. The measurement represents the 

time from the moment in which MicroBlaze generates the 

reconfiguration order to the moment in which the physical 

frequency change happens.  

 It must be noted that in order to carry out a transmission 

frequency change when an interference is detected, it is 

necessary to reconfigure both the RF front-end and the 

antenna. Taking into account that both operations are 

performed in parallel, the worst case will indicate the time 

during which the system is not available. 

 In order to reconfigure the antenna it is necessary to 

change its DC polarization. This change is achieved through 

a GPIO from MicroBlaze and glue logic. The presented 

reconfiguration time measures the delay of the complete 

process. In order to reconfigure the front end, MicroBlaze 

carries out some calculation with the new frequency as input 

parameter (PLL parameters, amplifier gains…), programs 

them into the front-end through a SPI interface and 

commands the front-end for calibrations. When all this 

process is finished the physical frequency change takes 

place. 

 

3.4. RX/TX change time 

 

The presented system works in a half-duplex mode, i.e. each 

of the nodes alternates the transmitter and receiver mode 

over time. Besides, the node acting as a transmitter needs to 

analyze channel availability prior to transmitting, hence also 

switching from TX to RX mode. On the other hand, both the 

baseband processing algorithms and the RF front-end are 

able to work in a full duplex mode. However, as each of the 

nodes has only one antenna, it is necessary to include an RF 

switch that selects its connection to the RX or TX path of 

the front-end. This selection is carried out with a GPIO of 

the MicroBlaze processor and glue logic. The complete 

process takes 50 us. 

 

3.5. Bit Error Rate / Packet Error Rate performance 

curves 

 

In order to evaluate the performance of the receiver, Packet 

Error Rate (PER) and Bit Error Rate (BER) parameters have 

been measured over a range of SNR values. A channel 

emulator has been used for this purpose, which tracks the 

transmitted power and adds noise to the signal based on its 

bandwidth. 32 Byte data frames have been used for these 

tests. 

 The PER performance for an additive white Gaussian 

noise (AWGN) channel over an SNR range is shown in 

Figure 5 while the Bit Error Rate is depicted in Figure 6. 

Notice how the PER value of 0.01 is obtained when the SNR 

value is 16 dB. 

 

3.6. FPGA resource utilization 

 

Table 4 shows the FPGA resource utilization of the system. 

Assuming the number of SLICES as the most representative 

value of the design’s size, each of the nodes in the Ethernet-

to-RF bridge occupies slightly more than half of the 

Table 3: Frequency reconfiguration time 

 

Table 2: System latency 

 

Table 4: FPGA resource utilization of the system 
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XC6VLX240T Virtex 6 FPGA (37680 SLICES). With 

regards to the DSA algorithm, it occupies less than 500 

SLICES, which means that an efficient tool for avoiding 

interferences and obtaining reliable communications is 

achieved at a very low cost. 

 As expected, due to the complexity of the new signal 

processing algorithms, the receiver is the most resource-

hungry block of the system, with the exception of the 

MicroBlaze processor. This soft processor is only used in 

this application in order to control the configurable front-

end and to execute some minor control tasks. However, it 

has enough processing power so as to implement more 

complex functions that justify its resource utilization (e.g. a 

Media Access Control (MAC) for multi-point wireless 

networks). 

  

 

4. CONCLUSIONS 

 

An RF-to-Ethernet bridge for control applications has been 

presented in this article. This bridge achieves a 12.8 Mbps 

half-duplex communication, and implements a Dynamic 

Spectrum Access algorithm that ensures that the over-the-air 

transmission takes place in an interference-free frequency. 

This way, the communication achieves the reliability needed 

by control applications. The system is based on FPGAs, with 

the data-processing algorithms implemented using Xilinx’s 

System Generator rapid prototyping tool. Moreover, in order 

to achieve frequency reconfiguration, a commercial RF 

front-end and a custom designed reconfigurable antenna 

have been integrated into the system. 

 

ACKNOWLEDGMENT 

 

This work has been partly supported by the MOVITIC 

project from the ETORTEK framework program of the 

Basque Government (Spain) for Strategic Research Projects. 

The authors would like to acknowledge the invaluable 

contribution of Iñaki Iparragirre on FPGA implementation. 

 

REFERENCES 
 
[1]    Torrego, R., Val, I., Muxika, E.: 'Small form factor Cognitive 

Radio implemented via FPGA partial reconfiguration 
replacing a wired video transmission systems'. Proc. Wireless 
Innovation Forum Conference on Communications 
Technologies and Software Defined Radio (SDR-
WInnComm'12) , Washington (US), Year 2012 

[2]  Casado, F., Torrego, R., Arriola, A., Val, I.: 'Fully 
reconfigurable FPGA-based cognitive radio platform for 
reliable communications'. Proc. Wireless Innovation Forum 
European Conference on Communication Technologies and 
Software Defined Radio (SDR’13 – WInnComm – Europe), 
Munich (Germany), Year 2013 

[3] Turunen, V., Kosunen, M., Kallioinen, S., Pärssinen, A. and 
Ryynänen, J.: ‘Spectrum sensor hardware implementation 
based on cyclostationary feature detector’. Majlesi Journal of 
Electrical Engineering, 2011, 5(1). 

[4] N. Vo, T. Le-Ngoc: ‘Maximum Likelihood (ML) Symbol 
Timing Recovery (STR) Techniques for Reconfigurable PAM 
and QAM Modems’. Wireless Personal Communications, vol. 
41, pp. 379-391, 2007. 

[5] Luise, M.; Reggiannini, R.: ‘Carrier frequency recovery in all-
digital modems for burst-mode transmissions’ 
Communications, IEEE Transactions on , vol.43, no.2/3/4, 
pp.1169,1178, Feb./March/April 1995    

[6] Meyr, H., Moeneclaey, M., Fechtel, S.A.: ‘Digital 
Communication Receivers, Synchronization, Channel 
Estimation, and Signal Processing’. John Wiley & Sons, Inc., 
New York, NY, USA. 1997. Chapter 8.4.3 

 [7] Akerberg, J.; Gidlund, M.; Bjorkman, M., ‘Future research 
challenges in wireless sensor and actuator networks targeting 
industrial automation’ Industrial Informatics (INDIN), 2011 
9th IEEE International Conference on , vol., no., pp.410,415, 
26-29 July 2011 

 

 
 

Figure 5: AWGN Packet Error Rate 

 

 

 
 

Figure 6: AWGN Bit Error Rate 

 

 

 

Proceedings of WInnComm-Europe 2014, Copyright  ©2014 Wireless Innovation Forum All Rights Reserved

79



ENERGY OPTIMIZATION USING MSK MODULATION TECHNIQUE IN 
WIRELESS SENSOR NETWORK 

 
Rajoua Anane1,2, Mehdi Bouallegue1,3  ( 1Laboratory of Acoustics at University of Maine, 

LAUM UMR CNRS n° 6613, France, 2Innovation of Communicant and Cooperative 
mobiles Laboratory Innov'COM, Tunisia, 3System of Communication Laboratory , 6’com, 
ENIT , Tunisia) ; Ridha Bouallegue (Innovation of communicant and cooperative mobiles 
Laboratory Innov'COM, Tunisia); Kosai Raoof (Laboratory of Acoustics at University of 

Maine, Le Mans, France) 
 
 

ABSTRACT 
 
As wireless sensor networks use battery-operated nodes, 
energy efficiency is a very important metric. In this context, 
optimally selected modulation is an extremely vital 
technique in wireless sensor networks. This paper presents a 
comparative analysis of different modulation techniques in 
order to find the best modulation strategy to minimize the 
total energy consumption. The digital modulation schemes 
that we have studied and compared on the basis of total 
energy consumption are M-ary Quadrature amplitude 
modulation (MQAM), M-ary Frequency-shift keying 
(MFSK), M-ary Phase-shift keying (MPSK) and minimum-
shift keying (MSK). Simulation results are presented to 
illustrate the performance of MSK modulation technique 
compared to its counterparts in Additive White Gaussian 
Noise (AWGN) channel conditions. 
 We confirm, through mathematical formulation and 
simulation that energy consumption per information bit can 
be improved by optimizing constellation size and 
transmission time at a specific distance.  
 

1. INTRODUCTION 
 
In battery-operated devices, power consumption is a critical 
design aspect. Indeed, a Wireless Sensor Network (WSN) 
consists of a large number of sensor nodes with limited 
energy resources and can be operated over an extensive set 
of applications such as military surveillance, structural 
health monitoring, and environmental monitoring. 
Therefore, energy efficiency is the primary objective to 
increase the lifetime of sensor networks. 
 Over the last few years, many efforts have been taken to 
improve the energy efficiency of sensor networks by 
optimizing physical layer parameters. 
The modulation technique played an important role to 
decrease energy consumption and increase bandwidth 
efficiency of WSN.  
Our main objective is to derive the optimal modulation 
technique and the optimum parameters that achieve 

minimum energy consumption for a given distance between 
sensor nodes. 
The contribution of this paper is the comparative analysis of 
four types of modulation namely MQAM, MPSK and 
MFSK. The performance of MSK modulation is analyzed 
and compared with the other modulation to improve the 
energy efficiency and bandwidth efficient in a wireless 
sensor network.  
 The remainder of this paper is organized as follows: 
Section II presents the preliminary assumptions and system 
parameters. Section III describes the constraint analysis. 
Section IV provides a detailed analysis of different 
modulation techniques. In section V comparison results is 
discussed. Finally, section VI concludes the paper. 
 

2. PRELIMINARY ASSUMPTIONS AND SYSTEM 
PARAMETERS 

2.1. Scenario 
 
Suppose that a source node S1 send L bits of data to a 
destination node S2  in a deadline T seconds. 
The communication link between two sensor nodes will be 
modeled by an additive white Gaussian noise (AWGN) 
channel. 
 

 
Fig. 1. An example of wireless sensor networks 
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2.2. Transceiver Model 
 
In this paper, we adopt the transmitter and receiver hardware 
model as introduced in [1].  
 The transmitter block is composed of a digital to analog 
converter (DAC), a filter, a frequency synthesizer, a mixer 
and a power amplifier (PA). 
 At the receiver side, a filter, a Low noise amplifier 
(LNA), frequency synthesizer, a mixer, an intermediate 
frequency amplifier (IFA) and an analog to digital converter 
(ADC) are implemented. 
The energy consumed by both the transmitter and the 
receiver blocks will be evaluated for calculating the total 
energy consumption in the network. We assume that powers 
consumption of filter at the transmitter blocks and receiver 
blocks are the same.  
 Case of frequency modulation schemes (MFSK and 
MSK), power consumption of both the DAC and the mixer 
will not be included in the calculation of the total power 
consumption [1]. 

2.3 Preliminary assumptions  
 

It’s assumed that transceiver circuit of a sensor works 
according to three modes [2][3]:  
- When there is data to transmit the sensor operates in 
the active mode so all these circuits are active. 
- If there is no information to send the circuits switch to 
standby mode. This contributes to energy saving and power 
consumption is negligible. 
- Knowing that switching from standby mode to active 
mode, the energy overhead caused by start-up transients is 
also significant and must be taken into account. This 
temporary state called transient mode which is used to set up 
the frequency synthesizer of the local oscillator. 

To sum up, the energy consumed during the transient mode 
is considered constant for a specific hardware but in a sleep 
state we can assume that it is equal to zero. In this paper we 
emphasis our analysis on minimizing the active mode power 
consumption. 
 According to the above assumptions, the transmission 
period T is given by: 

 
 (1) 

 
Where: 
-  Tstart is the time of the transient mode. 
-  Ton-time represents the time spent to transmit L bits. 
-  Tstby is the duration of the standby mode. 

Powers consumption associated to the described modes 
are denoted as: 

- Pstart: Power consumed for mode changing. 

- Pon-time: Power consumed for transition 
- Pstby: Power consumed during standby mode (assumed 

to be null for simplification) 
- Px is the power consumption of device x. 

Expressing each term:  

(3) 
       (4) 

The power of the amplifier is expressed as: 

           (5) 
 

Where:  
- ƞ represents the drain efficiency of the amplifier. 
-  ξ is the peak to average ratio that depends on the 
modulation technique and is expressed as a function of 
constellation size M as [4]: 
 
ξ = 1 for frequency modulations i.e. MFSK, MSK. 

The total energy consumed is expressed as: 

                  
 
 
 

(6) 

Where: 

 

3. CONSTRAINT ANALYSIS 
 

The major constraints to minimize the total energy 
consumption are the delay constraint and the peak-power 
constraint. So the energy constrained modulation can be 
modeled as:  
 
 
 
       (7) 
 
 
Where: 

- Pmax-tx represents the maximum power available at the 
transmitter 

- Pmax-rx  represents the maximum power available at the 
receiver 
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4. PERFORMANCE ANALYSIS OF MODULATION 
SCHEMES 

 
In this section a communication link connecting two wireless 
sensor nodes is considered. Simulations shown below are 
performed with MATLAB. 

4.1 M-ary Quadrature Amplitude Modulation  
 

For M-ary QAM, we define Μ= 2 b where b is the 
number of bit per symbol. A sensor node must transmit L 
bits within a period Ton-time.  

On the one hand we define the number of transmitted 
symbols by: Ls =L/b. 
On the other hand, Ls = Ton-time /TS where Τs is symbol 
duration. 
Therefore,  

(8) 
                                 

Let us assume that, square pulses are used for all 
modulation techniques. 

The channel bandwidth B equals 1/Ts. Thus, the number 
of bits per symbol can be expressed by:  

                (9) 

With the data rate Rb and the channel bandwidth B, we may 
express the bandwidth efficiency, as:   

                                                         (10) 
 

Using (8) and (10) we deduce that:  ρ ≈ b  

The error probability evaluated in the case of AWGN 
channel is expressed in terms of average value of the 
transmitted energy [4] as: 

 

 (11) 

SNR is the signal-to-noise ratio equal to Eb/N0. The 
function erfc(.) denotes the complementary error function; 
The error probability could be also expressed as:    

 

               (12)                      

 The signal to noise ratio is approximated by: 

(13)                     

Where:  
- Prx is the received power.  
- Nf  is the receiver noise figure. 
- σ2is the AWGN power spectral density  

 

 
Hence, the received signal power can be written as:  
       

  (14)           
 

The power of the signal in the output of the transmitter is 
calculated by the equation of Κth path loss model [6]. We 
can state that:                                                                                

(15) 

Or, Gd= G1dkM1 represents the power gain factor, G1 is the 
gain factor at 1m, M1 is the link margin and d (meters) is the 
distance that separate two communicating nodes . The 
exponent order k is between 2 and 4, in this paper k= 3 is 
selected. 
The transmission energy is given by: 

 
 

(16) 
 
Using (6) and (15), the expression of total energy 
consumption is:  
 
 
 

(17) 
The energy consumption per information bit is calculated as 
follows:  
 

   
(18) 

 
Derived relationships between energy consumption and 

transmit-on time (Ton-time) are simulated and shown in 
Fig.2.The vertical axis presents the energy in terms of 
decibels relative to a 10-3joule : 10log10 (Einfbit 103) dB 
mjoule, and the horizontal axis is the normalized 
transmission time (Ton-time/T). 

The setting data used in simulation are tabulated in Table 
I [5]. 
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Parameters Values 

Tstart 5 10-6 s 

T 0.1 s 

L 103  bit 

σ2 3.981.10-21 

k 3 

ƞ 0.35 for MQAM/MPSK, 0.75 for MFSK /MSK 

B 104 Hz 

Carrier frequency 2.45 GHz 

Pe 10-3 

G1 10 3  

Mt 10 4  

PADC 6.70 mw 

PDAC 15.40 mw 

Pfilt 2.5 mw 

Psyn 50 mw 

PLNA 20 mw 

PIFA 3 mw 

Pmixer 30.3 mw 

Nf 10 dB 

Table I. Simulation parameters 
 

The variation of optimum transmit-on-time for different 
values of transmission distance is shown in Fig.2.  
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Fig. 2. Total energy consumption per bit information as a function of 
transmission time, (AWGN) 

These curves were plotted for 0<Ton-time<1 which 
corresponds to constellation size between 2 and 16. We can 
see that there are a large number of changes in the variable 
Ton-time for long distance as compared to short distance and 
that the total energy consumption is not a monotonically 
decreasing function. For fixed B and L we can deduce an 
optimum Ton-time for AWGN channel using this simulation. 
Indeed for d= 10m and at the optimal case when Ton-time < T- 
Tstart (Ton-time  0.2T) the total energy consumption per 
information bit is about 7 dB lower than the case where Ton-

time ≈ T. At d = 50m we notice also about 2 dB energy saving 
under optimized case. 

  
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Energy per information bit as a function of modulatio rate, for 
MQAM (AWGN) 

Energy consumption per information bit Einfbit-MQAM and 
transmission Energy Etx-MQAM are drown over modulation 
rate b for d=10m in Fig.3. 
 We can note that when we consider the total energy 
consumption the optimal number of bit per symbol bopt = 6 
and when only transmission energy is taken into account 
bopt= 2. 

4.2 M-ary Phase-shift keying (MPSK) 
 
The bit per symboll b for MPSK modulation scheme 
depends on the time spent to transmit L bits Ton-time as 
defined for MQAM modulation.  

Let us assume that MPSK uses the same hardware 
configuration as the one used for MQAM. 
The bit error probability for AWGN channel is expressed as 
follows [4]: 

(19) 
 
Using equations (6), (9), (13), (15) and (19), the total energy 
consumption is derived as:  
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Total energy d=10m
Only transmission energy d=10m
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We deduce the total energy consumption per information 
bit: 
 

 
(21) 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Energy per information bit versus normalized transmission time 
for MPSK (AWGN) 

The total energy consumption as a function of Ton-time.for 
transmission distances d=10, 50 and 100m are shown in 
Fig.4. The numerical values considered for these curves are 
the same as those used for MQAM technique. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Energy per information bit versus modulation rate, MPSK 
(AWGN) 

From Fig.5, we deduce that the optimum modulation rate b 
for the difference distance: d=10, 50, 100m are respectively 
equal to 7, 4.7 and 2. 

4.3 M-ary Multiple frequency-shift keying (MFSK) 

Remember that, for MFSK we must eliminate the two 
components noted earlier, the DAC and the mixer of the 
hardware configuration since FSK can be implemented by a 

simple direct modulation. In this section analysis is done for 
non-coherent MFSK [5]. 
 Let us assume that signals are orthogonal and the 
adjacent signals are separated by 1/2Ts. 
The bandwidth channel is defined as: B=M/2Ts.  
Therefore, B= RbM/2log2M.  . 
Using the previous equation and (10) we can derive 
bandwidth efficiency expression as:  

(22)                            
 
The bit per symbol of MFSK modulation can be related to 
the transmit on-time as following: 

                     (23) 

The probability of error for no-coherent MFSK detection is 
expressed as [4]:  
 

            (24) 
Hence, 

                        (25) 
We can deduce that: 

            (26) 
  

On the other hand we find that [4_]: 

                        (27) 

Where Erxb represents the energy per information bit at the 
receiver: 

               (28) 
We deduce the received signal power as follows from (25-
28): 
 

(29)             
Knowing that Ptx= PrxGd and Etx= PtxTon-time  
We obtain: 

                (30) 
 

Then the total energy is: 
 
 

(31) 
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Fig. 6. Energy per information bit versus normalized transmission time, 
(AWGN) 

In these simulations, we use the same values for the 
bandwidth B and the packet size L and we change the value 
of drain efficiency to 0.75 and that of transmission period T 
to 1.10s.  In fact, MFSK modulation needs a longer 
transmission time to send L bits due to its lower bandwidth 
efficient comparing to MQAM and MPSK modulations. 
Fig.6 shows that the total energy is an increasing function of 
Ton-time for short distance and under optimized case (Ton-

time≈0.18T) we observe about 7dB energy savings compared 
to the case where (Ton-time=T).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. Energy per infirmation bit versus Modulation rate,(AWGN) 

Curves plotted in Fig.7 represent the total energy as a 
function of modulation rate. Based on the total energy 
measurements, the optimal value of b is 1.5 for d=10m, 
d=50m and 2 for d=100m. Approximately 7.5 dB energy 
savings is achieved by using optimal bopt=1.5 compared with 
the non-optimized case where Ton-time=T  (b=6).  

 

 

 

4.4 Minimum-shift keying (MSK) 
 
MSK can be viewed as a special form of continuous phase-
frequency shift keying, (CPFSK) where the deviation index 
is precisely equal to ½. A modulation index of 0.5 
corresponds to the minimum frequency spacing that allows 
two FSK signals to be coherently orthogonal. 

Where we consider the same configuration as that used 
for MFSK modulation. The frequency difference is equal to 
1/2Ts. 
A bound on the probability of error for MSK is written as 
[4]: 

                  (32) 

Therefore, we can deduce: 

                            (33) 
 

Next the energy per information bit at the receiver is:  
    

 (34) 
 

By following the same process used for previous 
modulations:                                                               

 (35) 
And, 

      (36) 
 

Energy consumption per information bit is written as:  
 

 
 (37) 
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Fig. 8. Total energy per information bit ,MSK (AWGN) 

The plot of total energy per information bit over 
normalized transmission time in the case of MSK 
technique is presented in Fig.8.  
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Not surprisingly, energy consumption is also an increasing 
function of transmit-on time and optimal Ton-time= 0.1T. 
Furthermore, in the optimal case, for d=10, 50 and 100m 
we respectively obtain about 10, 9.5 and 5.5 dB of energy 
savings compared to the non-optimized system (Ton-time= 
T). 

5. COMPARATIVE RESULTS 
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Fig. 9. Comparison of different modulation techniques for point-to-point 

communication, d=10m. 

The total energy per information bit versus transmit-on time 
curves are shown in Fig 9. The simulations are presented in 
the case of four modulation techniques. We deduce that 
MSK permits for the best energy consumption comparing to 
the other modulation techniques. 

 Through this simulation, we observe about 4 dB 
energy savings compared to MQAM, 9 dB compared to 
MPSK and 12 dB compared to MFSK, during a point to 
point communication. 

6. CONCLUSION  
 

It has been shown that for transmitting a given number of 
bits in a node-to-node communication link, it is possible to 
minimize the total energy consumption by optimizing the 
constellation size and the transmission time under an 
operating range for the fourth modulations techniques. 
Furthermore, the result shows fully open eyes that MSK 
modulation is more energy efficient comparing to the other 
modulation techniques. This modulation presents a constant 
envelope and a high bandwidth efficient. In the other hand, 
the MSK techniques can be viewed as a special form of 
frequency shift keying, where the deviation index is 
precisely equal to ½, so MSK can be simple to generate and 
simple to demodulate. 
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Abstract—CoMP (Coordinated Multiple Points) has been ver-
ified to be an effective way to improve the throughput of cell-
edge users in LTE-Advanced. Due to high computational and
intensive data exchange, Many CoMP systems are implemented
on hardware platforms such as DSP, FPGA, etc. In this paper,
We implemented a real-time downlink CoMP joint processing
system on GPP platform based on TD-LTE R8/R9. We adopt
socket connection as data exchange interface between soft CoMP
base stations and optimized data exchange strategies to cut
unnecessary data communication. To enable real-time process-
ing, we accelerate our programs with some parallel processing
techniques such as multi-threads,SIMD,etc. The test results show
that the running time of our system can ensure real-time CoMP
processing.

Keywords—SDR;CoMP;GPP;SIMD

I. INTRODUCTION

CoMP is a key technique in LTE-Advanced. In LTE system,
adjacent cells can transmit data to users on the same frequency,
this may bring some inter-cell co-channel interference to users,
especially cell-edge users. To alleviate interference, CoMP
is proposed in LTE-Advanced. With this technique, multi
adjacent base stations can transmit data to the same cell-
edge users and the inter-cell co-channel interference can be
alleviated through CoMP precoding.

To implement downlink CoMP transmission, base stations
should exchange some important data including user data and
downlink CSI(Channel State Information). Base stations can
calculate precoding matrices using CSI. This process needs
much computation work. Due to high computational and in-
tensive data exchange, Many CoMP systems are implemented
on hardware platforms such as DSP, FPGA, etc. However,
hardware platform is not flexible enough and it’s difficult to
be upgraded.

GPP platform is a common platform which is easy to mi-
grate and upgrade. Due to its advantages, many SDR(Software
Defined Radio)[1] programs are trying to implement com-
munication system on GPP platform rather than conventional
hardware platform. However, as mentioned before, Due to
high computational and intensive data exchange, it’s really a
challenge to implement real-time CoMP processing on GPP
platform. The good news is that the fast development of
processor techniques has enhanced the computation ability of
GPP greatly.

∗ Ming Zhao is corresponding author.

A lot of work has been done to exploit the feasibility
of SDR on GPP platform. In[2], Sora, a fully programmable
software radio platform on commodity PC architecture was
proposed. In [3], Using Sora platform, authors gave a real-
time software radio implementation of 2*2 MIMO system
based on 802.11n. In [4], authors presented a SDR platform
based on GPPs which is capable of running various wireless
communication standards like Wireless LAN, LTE, WiMAX,
etc. A novel GPP-based SDR architecture was proposed in [5].
It introduced PCI Express (PCI-E) bus and RTOS(Real-Time
Operating System) to satisfy real-time processing requirement.
In [6], authors compared several SDR platforms and proposed
the general architecture of GPP-based soft base stations. Final-
ly, the authors realized and verified a prototype of GPP-based
soft base stations referring to LTE.

To the best of our knowledge, this is the first work that
implements real-time downlink CoMP joint processing on
GPP platform. We adopt PCI-E bus as the interface between
hardware and GPP server to support high data transmission
speed. Besides,we take advantage of multi-threads and SIMD
techniques to achieve parallel processing and accelerate pro-
grams. Our implementation is based on TD-LTE R8/R9 and
thus fully compatible with TD-LTE R8/R9 users.

The rest of this paper is organized as follows. Section
I describes the CoMP architecture of our implementation.III
presents our design in detail. This section includes three
parts: hardware platform, soft base stations design and SIMD
optimization. Some test results are shown in IV. V concludes
this paper and lists some work to do in the future.

II. ARCHITECTURE

As illustrated in Fig.1, There are three CoMP base s-
tations and two CoMP users in our implementation scene.
The time-frequency resources allocated to the two CoMP
users are the same. The interference can be alleviated through
CoMP precoding. The bandwidth of our system is 20MHz
and We adopt downlink transmission mode7 defined in TD-
LTE R8/R9. The uplink-downlink configuration is DSUUD
DSUUD (D represents downlink subframe, S represents special
subframe, U represents uplink subframe)[7].

Fig.2 presents the architecture of our soft base stations.
There are three RRUs with 4 antennas. Each of them is
connected to a FPGA board through an optical fiber. The
FPGA board receives signals from CPRI interfaces and then
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Fig. 1. Implementation scene

transmit data to GPP server through PCI-E interface. A GPS
clock module is connected to the FPGA board, this module
can provide precise clock and ensure timing synchronization
of the whole system.

There are three soft base stations running on the GPP
server and they are connected to the three different RRUs
respectively. To be more scalable, every soft base station is
an isolated process and can only receive user data from the
corresponding RRU. So there should be some connections
between these processes to support data exchange. We adopt
socket connection because of its universality and scalability.
There are some dedicated socket connections between every
two processes.

RRU

FPGA 

CPRI

CPRI

CPRI

RRU

RRU

Optical fiber

Main 

Soft BS
PCIe

GPP Server

Auxiliary 

Soft BS

Auxiliary 

Soft BS

GPS Clock

Socket 

connection

Fig. 2. Architecture of implementation

Among these three base stations, there is a main base
station, others are called auxiliary base stations. The main
base station is responsible for receiving CSI from others and
calculating CoMP precoding matrices for all.

We adopt SRS feedback mechanism to get uplink CSI in
our architecture, which has been agreed as one of three main
CoMP feedback strategies in LTE-Advanced[8]. Because of the
channel reciprocity of TD-LTE, these uplink CSI can be used
to calculate downlink CoMP precoding matrices. Considering
both the algorithm performance and computation complexity,
MMSE is selected to be CoMP algorithm.

The design of socket connections, SRS and CoMP algo-

rithm is explained in [9] in detail. This paper focuses on the
design of FPGA board and soft base stations.

III. DESIGN & IMPLEMENTATION

A. FPGA board

As illustrated in Fig.3, there are three CPRI interfaces and
one PCI-E interface on the board. Between CPRI interfaces
and FPGA memory, there is a module which can perform
IFFT/FFT and CP addition/remove functionality. Besides, there
is a timer counter on the board which can receive clock from
the GPS clock module. The GPS clock module can provide a
precise 10MHz clock and is used to enable synchronization of
the whole system.

Through the PCI-E interface,FPGA board provides three
APIs(Application Program Interface) to soft base stations:
1)Datawrite interface is used to transmit data from GPP
server to FPGA board. 2)Dataread interface is used to read
data from FPGA board memory.3)Timer interface is used to
read the value of timer counter to get global synchronization
information.

PCIE

CPRI

CPRI

CPRI

Timer

counter

FPGA

GPS Clock

Memory
Datawrite

Dataread

Timer

IFFT/

FFT

CP

process

Fig. 3. Design of FPGA board

B. Design of Soft Base Stations

Fig.4 illustrates the architecture of soft base stations. There
are three processes running on the GPP server. Two auxiliary
processes refer to the two auxiliary soft base stations men-
tioned before and the main process refer to the main soft base
station.

As for main base station, the data processing flow of uplink
subframe is as follows: it firstly call the Dataread interface
and get uplink digital baseband signals. If there are SRS
signals in the last SC-FDMA symbol of current subframe,
it transmits frequency-domain SRS signals to CSI estimation
module. These signals are used to calculate uplink CSI and
then these CSI is used to calculate precoding matrices together
with the CSI of auxiliary base stations which are transmitted
to main to base station through socket connections. When
finish calculating all precoding matrices, main base station
transmits corresponding precoding matrices back to auxiliary
base stations.
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Fig. 4. Design of soft base stations

The downlink subframe data processing flow of main base
station is illustrated in Fig.5, when trigged by timer, it firstly
judges subframe number. If current subframe is a special sub-
frame, it calls corresponding module to generate special sub-
frame. Otherwise, it generates downlink subframe as follows:
First, it generates PBCH and all control channels(PDCCH,
PHICH,PCFICH), then PDSCH. As mentioned before, there
are three CoMP base stations and two CoMP users locating in
different cells, so for a particular base station, there may exit
one user or on users. If this cell has a user, during PDSCH
generation procedure, soft base station firstly perform baseband
processing to local user’s data. Then at modulation step, it
stops and waits for the unlocal user’s data. Unmodulated data
of the unlocal user will be transmitted to this base station
together with its modulation scheme(This design is explained
in [9] in detail). These data is modulated locally and then
mapped to the RBs allocated together with local user’s data.
After that, these data is precoded using precoding matrices.
Finally, the precoded data is transmitted to FPGA board by
calling Datawrite interface. If there is no users locating in this
cell, during the procedure of PDSCH, base station just waits for
the unmodulated data of two unlocal users and then performs
the following operations.

The data processing of auxiliary base station is almost
the same with main base station. The only difference is that
it should transmit CSI to main base stations and receive
precoding matrices from it.

The above data processing flow of soft base stations is
very complexity. To enable real-time processing, we adopt
multi-threads technique to do some optimizations and improve
processing efficiency. Take the main base station as an in-
stance, the multi-threads design is illustrated in Fig.6. The
functionality of each thread is explained as follows:

• Thread 1 is a socket receiving thread which receives
user data from auxiliary base station 1.

• Thread 2 is also a socket receiving thread which
receives user data from auxiliary base station 2.

• Thread 3 is a timer thread which can read timer
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Fig. 5. Downlink data processing flow

counter value from FPGA board and get synchroniza-
tion information. This thread can trigger thread 4 at
appropriate time.

• Thread 4 is designed to generate downlink and special
subframes. This thread is trigged by thread 3.

• Thread 5 is uplink data receiving thread. It can read
uplink data from FPGA board and transmits SRS data
to thread 6 to perform further operations.

• Thread 6 is SRS processing thread. It receives SRS
data from thread 5 and estimates CSI. After that, it
transmits CSI to CoMP scheduler to calculate precod-
ing matrices.

• Thread 7 is a socket receiving thread which can
receive CSI from auxiliary base station 1 and transmit
it to CoMP scheduler.

• Thread 8 is also a socket receiving thread which can
receive CSI from auxiliary base station 2 and transmit
it to CoMP scheduler.
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What should be emphasised is that CoMP scheduler is not a
dedicated thread. It is included by the SRS processing thread.
If the precoding matrices haven’t been updated timely, base
stations directly precode user data with last preocidng matrices
and don’t need to wait for the latest.

Fig.7 shows the time sequence relationships of above
threads. The generation of downlink subframe and special
subframe starts 1ms earlier than the beginning of correspond-
ing subframe. The generation is finished in 1ms and when
it comes to the beginning of this subframe, prepared data is
transmitted to RRU. In the uplink direction, data receiving
thread calls Dataread interface to read the uplink subframe
data from FPGA board and if there are SRS signals in current
subframe, it transmits these data to SRS processing thread and
trig it.
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C. SIMD Optimization

According to the time sequence relationships above. The
generation of one downlink subframe or special subframe
should be finished in 1 ms. To satisfy this requirement, we
adopt SSE instructions to optimize soft base stations and
accelerate programs.

SSE instructions set is first proposed in Pentium processor
to support parallel processing of four 32-bit single-precision
floating-point computations. It has 8 128-bit registers named
XMM0,XMM1,...,XMM2. Fig.8 shows the parallel addition
operation using SSE.

A0 A1 A2 A3

B0 B1 B2 B3

_mm_add_ps

A0+B0 A1+B1 A2+B2 A3+B3

Fig. 8. Implementation scene

Besides parallel processing of four single-precision
floating-point computations, SSE instructions also support par-
allel processing of eight 16-bit integer computations or two
64-bit double-precision floating-point computations due to its
128-bit registers.

SSE instructions can improve computation efficiency of
soft base station greatly. We used it to optimize many modules
including FFT/IFFT module, precoding matrices calculating
module, CSI estimating module, etc. To further improve pro-
cessing efficiency, We use AVX instructions to optimize CoMP
precoding module. The principle of AVX instructions is almost
the same with SSE. The difference is that the length of its
registers is 256-bit and it can support a higher degree of
parallel processing.

IV. TEST RESULTS

In our implementation, Three soft base stations run on the
same GPP server, the performance parameters of which are
listed in TABLE.I:

TABLE I: Server parameters

CPU Type 1*Intel(R) Core(TM) i7-2600

CPU Frequency 3.40GHz

Muti Threads per CPU 4 cores and 8 threads

Memory 4G DDR3

OS Linux kernel 3.5.5

1) Socket Delay Test: Socket connections are adopted to
support data exchange between soft base stations. Data need to
be exchanged includes user data, CSI and precoding matrices.
We did some experiments to test socket transmission delay.
The data amount of socket transmission every time in our
experiment is listed in TABLE.II. The system bandwidth is
20MHz and there are 1200 subcarriers in total. As for CSI,
channel estimation result of every subcarrier is a complex
number, the real and image part of wihch are both 32-
bit single-precision floating-point type. So there are at most
2*1200 32-bit single-precision floating-point numbers to be
transmitted at a time. For precoding matrices, because there is
4 antennas per RRU and 2 CoMP users, a 2*4 complex matrix
including 2*4*2 32-bit single-precision floating-point numbers
needs to be transmitted per subcarrier for every auxiliary
base station. So there are at most 2*4*2*1200 32-bit single-
precision floating-point numbers to be transmitted in total at
a time. For user data, socket transmits unmodulated data. We
set the amount to be 300*14 bytes per subframe(This result
is based on the assume that user adopts QPSK modulation
and occupy all RBs,14 is the number of OFDM symbols per
subframe).

TABLE II: Data amount of socket transmission

Data type Subcarriers
number

Data amount per
subcarrier(bytes)

Data amount in
total(bytes)

CSI 1200 8 9600

User data 1200 - 4200

Precoding
Matrices 1200 64 76800
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Fig.9 is CDF of socket transmission delay. We did 100000
experiments to get this distribution result. We can see from
the figure that at most situations, user data transmission delay
is less than 70us, CSI transmission is less than 90us and
precoding matrices delay is less than 170us. The amount of
data to be transmitted lead to this difference.

According to SRS design in[9], CSI is transmitted at
the last symbol subframe 2,3,7,8(uplink subframe). As for
precoding matrices,it should also be updated 4 times every
radio frame. The transmission delay of CSI and precoding
matrices is acceptable because it can support timely update
4 times every radio frame. Furthermore, as mentioned before,
if precoding matrices haven’t been updated timely, CoMP base
stations directly precode user data with last precoding matrices
and don’t need to wait for the update. So even if CSI and
precoding matrices transmission delay exceeds threshold at
particular situations, it doesn’t lead to a time-out problem.
For user data, it is transmitted every downlink subframe. The
generation of one downlink subframe must be finished in 1ms
to enable real-time processing and we can consider that 70us
delay is acceptable because it occupies less than 10 percentage
of 1ms.

2) Real-time test: There are two key parts in our system.
The first is CSI estimation and calculating precoding matrices,
the second is generating downlink subframes.

For the first part, As explained in [9], we set the subcar-
rier Reuse Factor to be 2, which means that for every two
subcarriers, base stations only estimate CSI and calculating
precoding matrix for one and these two subcarrier use the
same precoding matrix. This strategy can cut computation
amount, in addition, it can also cut the amount of data need to
be exchanged through socket connections. TABLE.III shows
the average running time of CSI estimation and calculating
precoding matrices one times.

TABLE III: Time of CSI estimation and calculating
precoding matrices

subcarrier Reuse
Factor

CSI
estimation(us)

Calculating precoding
matrices(us)

2 19 820

To test the real-time generation capability of downlink
subframe, we design some test cases with different configu-
rations and throughputs. Table.IV lists the configurations and
throughputs of four typical test cases.

TABLE IV: Test cases

Case
number

Modulation Number of PRBs TB Size
Throughput per
CoMP user(M

bits/s)

1 QPSK 16 2536 1.0144

2 16QAM 32 5736 2.2944

3 16QAM 64 11448 4.5792

4 64QAM 32 16992 6.7968

TABLE.V shows the average running time under different
cases, we test 100000 subframes to get these average results. In
our test, the two CoMP users located in auxiliary base station
1 and 2, so there is no CoMP users in the main base station.
For main base station, the procedure of PDSCH is just to wait
for the unmodulated data of two CoMP users and perform the
following operations. As for auxiliary base stations, they not
only need to generate data of local user, but also need to wait
for the other user’s data.

In our system, special subframes only contain some CRS
and synchronization signals. The total average generation
time per special subframe is about 12-15us. As for downlink
subframes, we can find that the average total generation time
is all below 1ms under these four test cases. Comparing the
running time of case 2 and case 4, we can find that the CoMP
precoding time of these two cases is almost the same although
the throughputs of them are different. This is mainly because
the number of RBs allocated to users in these two cases are the
same and this directly determines the computation amount of
CoMP precoding. Another phenomenon we can find from the
table is that the generation time of control channels in main
base station is less than auxiliary base stations. This is because
there is no local users in main base station and the generation
of control channels can be simplified.

The PDSCH generation time distribution of auxiliary base
stations under test case 4 is showed in Fig.10. It can be found
the procedure which costs most time is modulation. This is
mainly because auxiliary base stations should wait here for
another user’s data and there exits a socket transmission delay.
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Fig. 10. Time distribution of PDSCH under test case 4
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TABLE V: Data amount of socket transmission

Case

number BS
Special

subframe

Downlink subframe

PBCH

(us)

Control
chan-
nel(us)

PDSCH

(us)

CoMP
pre-
cod-

ing(us)

Total
time(us)

Case 1

Main
BS

12 8 4 118 170 301

Auxiliary
BS1

12 8 13 102 173 298

Auxiliary
BS2

11 8 12 97 171 289

Case 2

Main
BS

15 8 4 243 242 498

Auxiliary
BS1

14 9 14 235 252 510

Auxiliary
BS2

12 8 13 228 242 492

Case 3

Main
BS

12 9 6 327 415 757

Auxiliary
BS1

13 8 14 465 396 884

Auxiliary
BS2

13 8 13 460 390 873

Case 4

Main
BS

14 8 4 433 237 684

Auxiliary
BS1

12 8 13 451 242 715

Auxiliary
BS2

12 9 15 461 252 738

V. CONCLUSION

We implemented a real-time dwnlink CoMP joint pro-
cessing on GPP platform in this paper. With some parallel
processing techniques such as multi-threads and SIMD, we
optimized our program to improve processing efficiency and
enable real-time processing.

In the future work, we will do some field tests to analysis
the actual performance gain that users can get through our
CoMP system. An other problem needs to be further studied
is socket transmission delay. Because when the number of
software CoMP base stations increases,the transmission delay
may increase too.
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ABSTRACT 
 
Italian MoD is involved in SDR since 2002 and is part of the 
mayor multinational programs related to military SDR and 
waveforms, such as ESSOR and COALWNW. In addition, 
as an outcome of the Italian national SDR program, a 
complete family of SDR products is under development and 
some products are already available.  
 In 2011 the Italian Ministry of Defense (MoD) decided 
to develop a national test and evaluation capability of future 
SDR products. 
 In this paper we present the approach of the Italian 
Ministry of Defense (MoD) to the test and evaluation (T&E) 
process of military SDR. After describing key principles and 
choices made by Italy regarding military SDR, we will give 
a focus on the role of Italy in the International SDR 
Community. We will then describe the process of 
development of a national T&E capability for military SDR 
and the activities carried out at CSSN ITE Livorno to start 
the T&E Lab, named LANCERS. Finally  the current 
situations of the activities of the LANCERS lab and future 
work will be presented. 
 

1. INTRODUCTION 
 
Software Defined Radio (SDR) is today one of the most 
appealing and challenging technology, both for the 
commercial and military community. The unique set of 
features provided by SDR in terms of flexibility and 
interoperability, on one side opens a lot of possibilities, on 
the other rises new issues. 
 From the technical point of view, SDR is very 
promising as it offers perspectives for the delivery of new 
services to the end users, making communications more 
efficient and flexible, for example using the electromagnetic 
spectrum in a more efficient way. This, on the other hand, 
asks for a new set of regulations regarding spectrum access 

policies, to take into account the existence of secondary 
users, operating in a licensed band, along with primary 
users. While primary users, in fact, have full access to 
licensed frequencies for a particular application (for 
example TV broadcast), regardless they are using the 
allocated spectrum or not, secondary users can dynamically 
determine if, in licensed bands there are frequencies unused 
by primary users, and, if needed, they can use that 
frequencies, on the premise of avoiding interference with 
licensed users. 
 For the military community, SDR is interesting 
especially as it provides a longer operational life to radios, 
that can be update with the installation of new waveforms to 
meet new needs in tactical communications, without the 
need of replacing the entire radio, and an easier 
interoperability especially in multinational joint and 
combined operations, making deployment of forces easier 
and seamless in complex scenarios.  
 Any new technology, anyway, including SDR, arise 
some issues, both from the technical and from the 
management point of view: in addition to the typical risks 
and costs that fielding new technologies implies, the intrinsic 
SDR can be difficult to fit into the existing regulations and 
operational procedures for tactical communications.  
 Full interoperability, in a plug and play fashion, is an 
ambitious goal that can be reached only if the efforts of all 
the stakeholders involved in military SDR, from the design, 
to production and fielding, are coordinated and harmonized. 
One of the mayor issues related to the development of SDR 
turns out to be the process of testing, evaluation and 
certification of the new products. This process implies 
activities at different levels.  
 In this paper we present the approach of the Italian 
Ministry of Defense (MoD) to the test and evaluation (T&E) 
process of military SDR. Section 2 describes the main 
challenges that the test and evaluation of military SDR has 
to address. Section 3 focuses on certification of SDR, 
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describing current efforts and trends across Europe. In 
section 4 the involvement of the Italian MoD in SDR at a 
national and multinational level is described. In this context, 
section 5 described the activities funded by the Italian MoD 
to create a test and evaluation facility for SDR Product at 
CSSN ITE, a research center of the Italian Navy. Section 7 
describe how the test facility has been organized and which 
capabilities it is expected to implement. Conclusions and 
future work are presented in section 7. 
 

2. CHALLENGES RELATED TO TEST, 
EVALUATION OF MILITARY SDR 

 
Test evaluation and certification is the process comprising 
all the activities intended to verify specific features of a 
product versus given requirements prior to fielding. These 
activities are carried out at different stages of production on 
single components, prototypes or first-of-series products. 
The aim of test and evaluation is to ensure that the device 
under test (DUT) has a set of characteristics, required by the 
end user. Certification has a different perspective: it is a 
process intended to obtain a formal assurance that the 
certified product is compliant to a specified reference, being 
it technical or regulatory. The process of test evaluation and 
certification, at least governmental one, could seem related 
only to the final stage of the development of a product. This 
is actually only partially true: the evaluation process has to 
be taken into account from the very first stage of 
development, starting from the definition of the 
requirements. In other words, the evaluation process has to 
be designed together with the product or technology it is 
intended for: only in this way the risks and costs can be 
minimized when introducing a new technology. In 
[1]guidelines are provide to T&E personnel to identify T&E 
items to include in a program, starting from the early phases. 
An interesting sentence, clarifying the importance of 
thinking the T&E process together with the object to test, 
states that if a T&E item or requirement is not in the SOW, it 
probably will not be in the RFP, and if it is not in the RFP, 
it probably will not be in the contract.  If it is not in the 
contract, do not expect to get it! The guide also points out 
the need to have personnel skilled in research and 
development assigned to write or review part of the 
contractual documents, together with personnel possessing a 
tough operational expertise. 
 For the military SDR, then the first driver for the 
development is the content of Operational Requirement 
Documents (ORDs) from which technical specifications are 
derived. A first level of verifications shall address the 
compliance of the products with the expectations of the 
ORDs. The assessment of the ORD and technical 
specifications ideally shall be carried out in two different 
moments: at first, during the definition of the documents, a 
technical expertise is required to assist the operational 

personnel so that every operational requirement is expressed 
in a way, suitable to be translated into one or more technical 
requirement. Then, during the evaluation of a delivered 
product, the technical personnel conducting the process shall 
be able to assess the correspondence of the DUT with the 
operational needs it is designed for. This process requires a 
team composed by personnel with technical expertise and 
deep understanding of operational needs. Anyway, a test 
strategy shall always include field testing of operational 
requirements. This can be carried out with testing directly 
the requirement fulfillment, when possible. When a direct 
verification method is not available, the test strategy shall 
demonstrate the compliance to operational requirements via 
indirect testing: as technical specifications are directly 
derived from ORDs requirements, lab testing can address 
technical specifications requirements. In order not to lose 
the focus on the original ORD requirements, anyway, it is 
necessary that the test strategy specifies what operational 
requirements are addressed for each test performed referring 
to a technical specification requirements. The 
correspondence between ORDs requirements and technical 
requirements need to be clearly defined in the test strategy. 
Lab testing (involving simulations, emulations and test beds) 
always provides  a simplified model of the real operational 
scenario and cannot take into account every operational 
condition. For this reasons, whenever possible, field testing 
has to be considered as the primary option. 
 A second level of evaluation is related to performance 
and functionalities. When evaluating a product (platforms or 
waveforms) with lab tests, results of measurements are 
provided as outcome of the tests. Some features, 
investigated during the evaluation process, are related to 
functionalities: in this case the outcome of the test is a sort 
of Boolean value telling if  the DUT provide the required 
functionality or not. Nevertheless, the DUT could provide 
the required functionality with different level of 
performance. For example, an SDR platform could provide 
the functionality to change the running waveform with 
different level of performance (requiring reboot or not, 
within different time, over the air or by cable etc.). For this 
purpose the evaluation process has to take into account, 
when performing a test, if the result of the test shall be 
assessed only in term of functionality or also in term of 
performance. This depends on how the requirements have 
been defined during the above described phase. The 
personnel conducting the evaluation at this stage shall be 
able to conduct the lab tests and to interpret the result in a 
correct way, according to the customer requirements. In this 
context it is important to define which figures have to be 
considered Measure Of Effectiveness (MOE) and which are 
instead to be addressed as Measure of Performance (MOP). 
MOE measures the overall impact on a mission of the tested 
feature, MOP gives a numerical limit that should be passed 
to consider the test passed. A MOP is a quantifiable 
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measurement that can take any number of forms. The data 
captured for a MOP indicates the system’s achieved level of 
performance, and allows the analyst to determine whether 
the system’s inherent performance requirements have been 
met. What they don’t provide is an assessment of the impact 
that level of performance has in terms of being able to 
accomplish the goal the customer has in mind. As an 
example the MOP “standby time on battery” and “battery 
weight” can be related to a MOE like “mission duration 
allowed for a dismounted soldier”. 
 A third, and perhaps more complex level of evaluation 
is related to interoperability and portability. As SDRs, 
especially military ones, are intended primarily to achieve 
portability of waveforms and interoperability with legacy 
equipment (nationally and at coalition level), several issues 
arise: plurality of platforms, waveforms, intellectual 
property rights (IPRs) of manufacturers, security policies of 
Governments, national and multinational regulatory aspects. 
When dealing with coalition and multinational programs, the 
process of test and evaluation gets more complicated. A 
team required to conduct test on products related to 
multinational program shall be able to manage all the related 
issues. This means that the evaluation personnel shall be 
able to access all the information required, in terms of 
ORDs, technical specifications, deliverable etc. related to 
the program. This implies that the lab shall guarantee an 
adequate level of security and shall be able to manage 
different products (even at the same time) with different 
requirements, treating each product according to the related 
security requirements. This also require that a management 
structure is put in place to guarantee a correct management 
of each workflow related to the evaluation of a specific 
product and the dialogue with external stakeholders at an 
adequate level.  
 

3.CERTIFICATION OF SDR IN EUROPE 
PROBLEMS AND WAY AHEAD 

 
Today the main program dealing military SDR in Europe are 
developed on the basis of National or multinational 
initiatives. Even if several multinational programs have 
among their goals the achievement of a high level of 
interoperability between partners, the lack of a common 
standard for European SDR is still a gap that needs to be 
filled to reach a common and shared vision on future tactical 
communications, enabling a real seamless integration of 
different programs. 
 In the USA military SDR has been developed under the 
control of the JTNC (Joint Tactical Networking Center). 
JTRS (Joint Tactical Radio System) program provided a 
reference model, the Software Communication Architecture 
(SCA[2]), today accepted as de facto standard in most of 
SDR programs, also in Europe. In addition the JTRS 

program provided guidelines to perform the evaluation of 
the SDR products[3]. These comprise not only the technical 
description of the test to be performed on a DUT to verify 
its compliancy to the SCA model (such as the Waveform 
Portability Assessment Procedure – WPAP), but also the 
description of the organization required to manage the entire 
process (the Portability Assessment Team- PAT). Finally 
specific tools have been developed to conduct the test. The 
evaluation process has then been designed together with the 
technology, from the early stage of development. 
 In Europe situation is different and somehow more 
complex as the European political and industrial context is 
more fragmented than the American one. 
 In 2007, the European Union was already aware that 
building a common approach to SDR, to make Europe able 
to compete with USA and Asia in the SDR market presented 
a number of technical and political issues [4]. These include 
the lack of a common standard and divergence between 
national SDR programs dealing with SDR. Several actions 
have been performed to develop a European standard for 
SDR, such as WINTSEC which defined the basis for a 
common architecture, named ESRA, and its follow-up 
EULER [5][6].  
 For this reason, among others, the procedures 
developed within the JTRS program, are considered to be 
not suitable for international application [7].  
Across Europe, several entities play crucial roles for the 
definition of a common standard for military SDR. 
The European Defence Agency (EDA) and the Wireless 
Innovation Forum are recognized as crucial in providing 
guidelines for the standardization and certification process. 
In addition, the European Telecommunication Standard 
Institute (ETSI) created technical committee dealing with 
the standardization of SDR, named Reconfigurable Radio 
Systems (RRS) addressing mainly the area of civil and 
public safety communications.Almost all the above listed 
entities tried to define a framework for the certification of 
SDR in Europe.  
 The European Defense Agency (EDA) defined the 
three-basket model [8] Each basket represents a community 
of stakeholders, with different regulations, requirement and 
with different policies concerning disclosure of classified 
information with other baskets. The first basket is the open 
basket, addressing the international community in a broad 
sense, without particular needs in terms of security or IPR. 
This basket is not considered particularly critical. The third 
basket is the national one, comprising the initiatives 
developed within each Nation. In this case the certification 
process is under the complete control of the Nation. A 
particularly critical area is basket2, addressing the 
multinational programs. Several European nations 
participate to a number of different coalition programs 
regarding SDR. Each program has different rules, depending 
on mutual agreements between participating nations and 
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often, at a national level, each program is managed by a 
different office (both on the Government and the Industry 
side). Addressing the certification of basket 2 products then 
require a set of independent entities able to establish links 
with the proper national and multinational bodies. These 
entities should have the security clearances and procedures 
to access the information of each program and to manage 
them according to the proper requirements.  
 

 
Figure 1:EDA – three baskets model for SDR standardization 

 
 The Wireless Innovation Forum defined a framework 
for European certification of SDR in[7]. A certification 
guide was expected [9] to implement the framework which, 
however, is not yet available. 
 The ETSI addressed the issue of SDR certification (with 
a particular focus on mobile communications and public 
safety in [10] where again the need of common standard as 
the basis to put in place a certification process is stressed. 
The most likely solution for a common European 
certification seems to be the creation of a networks of testing 
facilities within different European Nations. Each laboratory 
should be accredited by a certification authority, providing 
mutual recognition of the testing activities carried out in 
each facility[11]. The need for a network of standardization 
and certification in Europe is addressed also in [12] and 
[13]. 
 The networks should comprise test labs, that must have 
the capability and credibility to perform the testing of 
platform and waveform in order to verify the compliance to 
ORD requirements, technical specifications and 
national/multinational regulations. This may include 
experimentation and comparative testing on different 
combinations of platform and waveform, even in the 
procurement phase, to identify which one better coorregvers 
the operational requirements. For certification purposes, a 
common standard is needed and an organization as depicted 
in figure 2 must be implemented, to ensure mutual 
recognition of certification within the international 
community. 
 Up to now, among all others multinational initiatives 
dealing with SDR, the ESSOR program, is probably the one 
with the highest chance to become a European standard, for 
several reasons:  

 ESSOR has gathered a community of Governments 
and Industries of six European Nations towards a 
common effort, for the development of a European 
SDR. As pointed out also in [1] a common effort 
and constant dialogue between Governments and 
Industries is a key for success in acquisition 
programs.  

 ESSOR participating Nations are also part of the 
other mayor multinational programs dealing with 
SDR.  

 ESSOR program has been focused from the very 
beginning on a common standard, investigating also 
certification matters.  

 Deliverables of ESSOR program, are widely 
supported by experimental data (simulations) and 
documentation, making ESSOR, almost ready to 
become a common standard. 
 

 
Figure 2: Wireless Innovation Forum model for 

European SDR certification [7] 

 
4. ITALIAN MOD IN EUROPEAN SDR PANORAMA 

 
SDR is one of the pillars of Network Enabled Capability 
(NEC) of Italian Defense. 
 The involvement of Italy in SDR begun in 2002, when 
the first R&D program, funded 50% by MoD and 50% by 
Selex ES, was launched. The program was intended to study 
the SCA, and to assess the effort to implement a compliant 
platform. The outcomes of the program were a technological 
demonstrator, a proprietary Core Framework and a naval 
wideband antenna.  
 In 2007, the ESSOR program [14] was launched. The 
program aimed at building a common architecture (ESSOR 
SCA) extending the SCA 2.2.2 and defining needed 
architectural components, and a wideband waveform 
(ESSOR HDR). The responsibility to develop national SDR 
platforms compliant with the ESSOR SCA architecture is up 
to the participating Nations. Within the program, the 
national platforms shall be interoperable when using the 
HDR waveform. Italian platforms are developed within the 
SDR-N program, based on ESSOR architecture. 
The activities of the original ESSOR program are still 
ongoing and a multinational interoperability test is expected 
by the end of 2014. At the same time, a new phase of the 
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program, named ESSOR phase 2 is being initiated. The 
ESSOR phase 2 of the program is intended to enhance the 
capability of the products developed within the phase 1, 
especially the HDR waveform. Moreover a work package of 
phase 2 is dedicated to the field testing of the phase 1 
waveform. This activities are intended to demonstrate that 
the ESSOR phase 1 outcome is a fully operational product, 
ready for fielding, tough planned for modifications and 
enhancement during the phase 2. Italian MoD personnel 
supported to the definition of all the technical specification 
of phase 2, comprising the field test ones. This was done 
participating to the technical working groups created within 
the program. 
 Italy is also part of the COALWNW multinational 
program[15], aimed to develop a wideband waveform to be 
used in the coalitional scenarios. COALWNW started as a 
development program and become later a t project 
addressing the acquisition of a quasi-Non Developmental 
Item (NDI). COALWNW requirement are mostly 
encompassing the ESSOR ones and ESSOR participating 
countries are also part of COALWNW initiative. The gap 
between the two sets of requirements is expected to be 
completely filled with the ESSOR phase 2. For this reason, 
and for the coherent procurement schedules, Italy supports 
strongly ESSOR as a candidate for COALWNW. 
 Moreover, Italy supports the work of NATO Line of 
Sight Communications Capability Team (LOS Comms 
CaT). Amongst other activities, the LOS Comms CaT 
manage the definition of the NATO Wideband waveform 
(WBWF). Presently the standardization of WBWF is 
seeking to receive input from the mayor multinational 
programs such as ESSOR and COALWNW. Italy supports 
ESSOR HDR as a candidate for NATO WBWF. In fact, not 
only many requirements of ESSOR HDR are suitable for 
NATO WBWF, but, in addition, ESSOR HDR is a product 
that has already been validated trough simulations (and it is 
expected to be soon tested on the field) and it is fully 
documented, so a minimum effort would be required to put 
existing documentation into a STANAG. 
 On a national side, Italian MoD in 2007 launched the 
SDR-N (National) program. The SDR-N program aims to 
develop a complete family of different national SDR 
platforms and waveforms, manufactured by SELEX ES. 
Figure 3 shows different operational platforms, some of 
which already available as they have been delivered, after 
formal acceptance by the Italian MoD. After formal 
acceptance by MoD, the great part of the delivered platform 
has been sent back to the manufacturer for the porting of 
ESSOR HDR (activity of ESSOR program), while a subset 
of platforms has been delivered to the SDR lab located in 
Livorno to begin a phase of Governmental testing and 
evaluation.  
 

 
Figure 3:platforms of the Italian SDR-N program 

 In order to have a coherent management of all the 
activities related to SDR, both on the national side and on 
the multinational one, a dedicated Program directorate has 
been created within Italian MoD. The main task of this 
directorate is to coordinate the activities related to national 
and multinational programs regarding SDR and to provide 
guidelines for research on this topic. 
 A director supervise and coordinate the activity of the 
management groups, assisted by a deputy, responsible for 
the communication with industries and international 
cooperation.  
 Within the directorate three management groups are 
identified:  

 Security management group: in charge of the 
development of the documents containing the 
security requirements of new SDR systems; 

 Technical management group: in charge for the 
study of the technical solution responding to the 
operational requirements developed by the 
operational MG; 

 Operational management group: responsible for the 
development and update of the Operational 
requirements to be inserted in the ORDs. 

 The Director, vice director and the chairmen of the 
management groups are members of the steering committee 
which is in charge of approving the documents provided by 
each management group and of issuing the adequate 
guidelines and policies. 
 Each management group can rely on working groups or 
tiger teams constituted to carry out peculiar tasks. In this 
context, a working group in charge of studying and 
implementing the national test and evaluation strategy is 
being created. 
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Figure 4 :SDR Progam Direction 

 
5. THE ITALIAN APPROACH TO T&E OF SDR 

 
Following its deep involvement in a wide range of national 
and multinational activities related to SDR, in 2011, the 
Italian MoD decided to develop a national capability of test 
and evaluation of SDR products. This capability is intended 
to reduce the risk related to the introduction of the SDR 
technology in operational environments through activities of 
Modeling and Simulation (M&S) and Test and Evaluation 
(T&E). A future capability of certification, after the 
accreditation to the competent bodies (as soon as they 
become available) is foreseen.  
 “Centro di Supporto e Sperimentazione Navale (CSSN) 
– Istituto per l’Elettronica e le Telecomunicazioni (ITE)”, in 
Livorno, Italy, is the research center of the Italian Navy 
identified as the place to host the T&E facility. 
 CSSN ITE was chosen as it possesses a proven 
experience in the field testing of communication equipment 
and in experimental activities related to new military 
communication technologies [16],[17]. CSSN ITE personnel 
have been involved since 2009 in the SDR-N program, 
supporting MoD general Staff in the definition of the ORD 
and in the trials of products delivered by national industry. 
Moreover CSSN ITE personnel participate to the technical 
working groups in ESSOR and COALWNW programs and 
in the NATO Line of Sight (LOS) and Beyond Line of Sight 
(BLOS) Capability Teams (CaT). This makes CSSN ITE an 
excellence technical center, whose personnel is able to 
understand and interpret the requirements coming from the 
field and at the same time, is up to date with current trends 
and technical decisions concerning SDR. The task to form a 
T&E facility for military SDR was then assigned by MoD to 
CSSN ITE, supported by a funding program lasting until 
2015. The mission of the lab, currently under construction 
and named LANCERS, is to develop capability in the test 
and evaluation of:  

 Platforms (HW+OE): evaluation platform with 
reference to a specific standard (currently the 
Italian main reference is ESSOR SCA);  

 Waveforms: (I) Evaluation of technical 
specifications of new waveforms (analysis of 
documentation, code and other deliverable 
provided during development) (II) Evaluation of 
base waveforms versus a given reference (III) 
Evaluation of the waveforms versus a legacy 
standard (interoperability). 

 Complete systems:  (I) Performance assessment of 
different combination of waveforms and platforms 
(II) Interoperability test between different SDRs 
and between SDR and legacy platforms (III) 
Performance assessment of complete systems (i.e., 
reconfigurability, power consumption, performance 
in co-sited environment, etc). 

 The LANCERS lab is expected to operate on products 
with Technology Reference Level (TRL) 5-6, to support and 
prepare the activity of other entities of the MoD, responsible 
for the final integration of the complete subsystem in the 
field (TRL 7-8) [18]. The LANCERS lab will not perform 
activities related to security certifications, as these will be 
done by proper national bodies, under the control of 
Security management group. In particular, all the activities 
related to security certification, will be carried out by a 
dedicated facility, hosted near Pisa, called CEVA (Centro 
VAlutazione). The CEVA depending directly from MoD 
general staff, is in charge for the security certifications of all 
ICT equipment. The CEVA lab is located in Pisa, near to the 
LANCERS Lab and to the University of Pisa. Testing 
activities carried out at CEVA is mainly focused on the 
certification of items, according to  ISO/IEC 15408 
(Common Criteria for Information Technology Security 
Evaluation). Anyway, CEVA can also perform testing 
according to ITSEC (Information Technology Security 
Evaluation Criteria). In addition to its core business dealing 
with security certification, CEVA is deeply investigating, 
with the collaboration of the University of Pisa, the security 
aspects of MANET, in order to identify the main threats and 
countermeasures that will play a crucial role during the field 
test of new communication technologies (including SDR) in 
complex, networked scenarios. It is clear that CEVA lab and 
LANCERS lab will be more and more deeply involved in 
joint activities, during the fielding of future communication 
technologies. 
 The LANCERS Lab is accredited by Italian MoD for 
the T&E activities. Moreover, like the others CSSN ITE 
Telecommunication labs, LANCERS is accredited by 
ACCREDIA, according to ISO 9001:2008.  In the future the 
LANCERS lab aims to become part of an European 
certification networks, receiving accreditation from the 
competent international bodies. 
 As a comprehensive approach to the SDR T&E should 
gather the expertise from Governments, Industry and 
Academia, CSSN ITE settled a long-standing collaboration 
with the CNIT (the Italian Inter-University Center for 
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Telecommunications) so that the lab can rely on the 
academic expertise available in Pisa. The Italian Navy also 
funded a PhD program to be attended by a Navy Officer, 
and more PhD programs are expected to be activated at 
CSSN ITE in the near future. Furthermore, the LANCERS 
intends to be part of the EU certification network that is 
likely to be constituted and is always seeking for 
cooperation with other stakeholders involved in SDR 
technology.  
 The lab is equipped with: 
Modeling and simulation environment: an electromagnetic 
propagation simulation environment, developed by the 
University of Pisa is available. This simulator, given a set of 
transmitting and receiving nodes in a propagation scenario, 
can provide information about the expected characteristics 
of the received signal, from which expected values of 
Signal-to-Noise Ratio (SNR) can be derived. Furthermore 
the propagation scenario can be created from scratch or 
derived from real data, coming for example from a 
cartographic source. This allows to build a very realistic 
model of the propagation in relevant scenarios. Generic 
modeling and simulation tools like MATLAB are used to 
build Platform Independent Models (PIMs) of waveforms. 
These models provide a reference on expected behavior of 
waveforms and platforms to be tested, taking into account 
the propagation conditions derived from the propagation 
simulator. A network simulator (Qualnet [19]) is available 
and will be used in the future to perform tests on the network 
level of the waveforms.  
RF instrumentation:  the lab has a set of generic RF 
instruments, such as Spectrum Analyzers, measurement 
antennas and channel simulators. With these instruments, 
tests on the RF signal can be carried out, for example to 
verify the compliance of the emitted signal to national 
regulations. A set of military (non-SDR) radios is also 
available to perform interoperability tests between SDR and 
legacy platforms. For more complex test scenarios, CSSN 
ITE can rely on the cooperation of naval assets provided by 
the Italian Navy. 
Development platforms:  two Universal Software Radio 
Peripherals (USRPs) [20] have been supplied to the lab. 
These platforms allow the porting of waveforms or part of 
them to be analyzed and tested. In the next future, the lab is 
expected to be supplied with professional development 
platforms (Prismtech Spectra [21]).  
Operational platforms: at the LANCERS lab some 
operational platforms are available, manufactured by 
SELEX ES in the scope of SDR-N program. As a first step, 
testing activities have begun on Hand Held (HH) SDR 
platforms with legacy waveforms. A possible future 
cooperation between the LANCERS Lab and the 
manufacturer aimed to identify area of common interest 
regarding testing activities is under investigation.  
 

6. CURRENT ACTIVITIES IN LANCERS LAB 
 

A project containing the roadmap of the activities expected 
for the LANCERS lab has been started in cooperation with 
CNIT.  
 The workflow that LANCERS lab is developing is 
shown in Figure 5. Dashed lines refer to activities or items 
to be developed. in particular, the activity workflow 
comprise: 
 Analysis of the requirements/specifications: In an 
early procurement phase, the lab can provide support in the 
analysis a definition of operational requirements and 
technical specifications. For new existing products, the lab 
performs an analysis of the documentation provided. 
 Classification: In order to classify and to get fast and 
significant main information about UUT (Unit Under Test), 
we built a database composed by two main categories, 
platform and waveform respectively. For the platforms we 
collected hardware specifications such as General Purpose 
Processors (GPPs), Field Programmable Gate Arrays 
(FPGAs) and Digital Signal Processors (DSPs) 
characteristics, internal clock accuracy and stability, 
embedded Global Navigation Satellite System (GNSS) 
accuracy, maximum packet size, Peak Envelope Power 
(PEP), operating frequency range, RF bandwidth 
channelization, Tx/Rx linearity and switching time, duplex 
capacity, carrier frequency change time, Tx/Rx noise figure 
and spurious products, supported max duty cycle, battery 
life, operating thermal range and so on. Waveforms data 
specifications regarding coding, puncturing, interleaving, 
modulation, presence of multicarrier, scrambling, frame 
structure and filtering employed in the classified 
communication standard. The database is periodically 
updated in order to have a current view over the technology 
progress. 
 Modeling & Simulation: A primary modeling phase is 
necessary to find some reference points for the correctness 
of next phase tests. For each considered or supported 
waveform, we built a Matlab/C++ code, which will represent 
the “sample waveform” in the next phases. The modeling 
code is a Platform Independent Model (PIM), so it is 
reusable as a reference, regardless of the real platform where 
the waveform is ported. The code simulates the behavior of 
the waveform in several propagation scenarios, both indoor 
and outdoor, according to the operating environment, giving 
the expected values of Bit Error Rate (BER) and Frame 
Error Rate (FER) as function of SNR as outputs. To improve 
these simulations, we exploit an electromagnetic simulation 
tool, to calculate a real mathematical propagation model of 
the channel based on a real scenario, that can be built from 
scratch or from data extracted by cartographic tools. Using 
real scenarios data provide a very realistic prediction of 
propagation environment, without the need of setting up 
complex and expensive test bed directly on the field. 
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Nevertheless, field measurement can be performed, using 
mobile labs of CSSN ITE. 
 SCA-modeling: The original modeling code is modified 
to create a SCA-compliant sample waveform. This is again a 
PIM, but it is addressed to the subset of SCA compliant 
SDRs. SCA-compliant development tools, such OSSIE [22] 
or REDHAWK [23], are used to simplify the 
implementation of waveforms and its components. The code 
is then ported on a development platform (USRPs).   
 Target Waveform test: with models and benchmarks 
created in phase 3) UUT codes start to be tested. The target 
code is divided into blocks which implements a specific 
logical function, such as coding or mapping to create a 
component. Correctness of the codes is verified by 
stimulating the component with known input and evaluating 
the corresponding output, in agreement to both expected and 
benchmark output. Up to now, we are able to check only 
physical layer and MAC components.  
 Over-the-Air Test & black box testing: RF testing is 
performed on the UUT, including the assessment of the 
performance and the compliance to regulatory constraint. 
Over-the-air tests are also performed to verify that the UUT 
does not cause unexpected phenomena, such as signal 
distortion and interferences. For EMC testing we can rely on 
the assets of EMC division of CSSN ITE (anechoic 
chamber, compact range). 
For RF tests a channel simulator is available. The channel 
frequency response can be set according to data derived in 
phase 3) or retrieved in the literature. 
 “Black box” testing can be performed to verify other 
requirement derived in phase 1). For example, time from 
boot to the operational status and time required to load a 
new waveform can be measured. An important category of 
testing concerns power consumption as a function of the 
waveform parameters. It is in fact known that slightly 
different hardware in the platform, combined with the same 
waveform, can show very different performance regarding 
power consumption [24]. Furthermore, unexpected 
waveforms behaviors (due to fault or design errors) can 
heavily affect the power consumption of the platform [25]. 
Power consumption is a critical performance parameter as it 
affects the battery duration for portable SDRs and the 
integration requirements for vehicular SDRs. 
 Interoperability Test: here we test the interoperability of 
UUT with other SDR devices, from the same or different  

 
Figure 5: flows of the activities in SDR lab 

manufacturer, and with classical legacy radio, wherever 
possible. For this purpose CSSN ITE has a complete set of 
legacy radios and trained personnel. Where cooperative 
assets are required for testing, such as surface or airborne 
platform, CSSN ITE can submit the request to the competent 
entity and manage all the activities related with the test 
campaign (logistics, communications, security clearances, 
etc.). This is particularly interesting in situations when the 
manufacturer cannot perform a specific set of tests, due to 
the lack of cooperative assets or, for instance, for tests that 
have to be performed in a military area. This could also be 
the situation of coalition interoperability (basket 2 of EDA 
model): in the test of products belonging to different nations 
within a coalition on the premise of proper agreements 
between involved Governments, a military area could be 
preferred as testing facility, for security reasons. 
 

7. CONCLUSIONS AND FUTURE WORK 
 

In this paper we described the activities performed by the 
Italian MoD for the development of national test and 
evaluation capability of SDR products. These encompass 
action both on the technical and on the management side. 
The involvement of Italian MoD in the main multinational 
programs dealing with military SDR, along with a national 
SDR program, have requested the creation of a proper 
management structure, the SDR program directorate, which 
integrate all the efforts and the expertise involved in the 
development and delivery of the national SDR capability. 
Among these expertise, the LANCERS lab, created at CSSN 
ITE, a Navy research center, is studying the test and 
evaluation strategy for the future SDR that will be fielded 
over the next years. LANCERS lab can rely on the expertise 
of personnel coming from the field and with a deep 
understanding of both operational and technical needs of the 
end users. The support from the University of Pisa gives to 
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the LANCERS lab, the capability to be always up to date 
with current research trends and ready to develop new tools 
when needed. The CEVA lab, in charge for security 
certifications, is very near to the LANCERS lab, and the 
activities of the two facility will soon converge to maximize 
the effectiveness of testing in complex scenarios. 
From the technical side, in LANCERS lab  we are 
performing investigation on SDR technologies and 
development of waveforms of interest, based on low cost 
hardware, to become part of future and more complex test 
beds and test procedures.  
Finally, the creation of a program directorate, specifically 
intended for SDR, is a key element to harmonize the efforts 
of all national actors involved in the fielding of SDR, 
providing a comprehensive approach to all the issues related 
with this new technologies and ensuring the coherence 
between Italian national efforts and strategic choices made 
together with international partners. 
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Abstract— The increasing availability of computing power 
enables new paradigms of radio communication services. The 
centralized baseband processing of cellular networks reveals 
some interesting features such as an high degree of re-
configurability, high efficiency in terms of processing power and 
consumed energy, fast deployment especially useful in the case of 
unplanned emergency networks. This paper reports an indoor 
multi-cell experimental deployment of GSM voice and message 
communications services with low-cost SDR technology. The 
experimental setup is characterized by a centralized processing of 
baseband signals, delivered with optical fiber links to RF heads. 
Quality of experience and resources usage analysis has been 
performed and reported as an evaluation of the feasibility of this 
approach with low-cost HW and devices. 

Keywords—Emergency cellular networks; Cloud-RAN; 
Software defined radio. 

I. INTRODUCTION 

Stepping back from previous trends pushing network 
intelligence from core to edges, a new tension towards the 
centralization of higher network functions has initiated. The 
Software Defined Networking concept [1] produces a 
separation of control-plane from data plane in routing devices. 
The virtualization of network access allows more flexibility 
and re-configurability of networking functions, increasing 
resiliency and robustness in case of failure. The availability of 
fast optical links feeding the radio base stations, suggested that 
a virtualization could also take place at PHY layer, by 
encapsulating baseband radio signals into network packets for a 
more efficient and flexible processing. The virtualization of 
radio access networks (RAN) functions in centralized abstract 
entities, namely Cloud-RAN [2], acts as a multiplier for 
features and configurations the new network can operate with. 
A relevant application which may benefit from this new 
architecture are the emergency cellular networks. Due to the 
circumstances of adoption, the opportunity to provide a “soft” 
configuration of deployed radio devices is a desired feature. In 
several emergency contexts the opportunity to provide 
emergency communication services over widespread cellular 
standards may result in increased rescued people and a faster 
reaction to events. 

In this paper we report the results of an experiment of 
deployment of a multi base-station 2G radio network for 
emergency purposes in an indoor environment. The experiment 
shows the feasibility and required network and computing 
resources for a centralized baseband processing of involved 

radio signals. The paper is structured as follows: Section II 
reports the adopted system architecture and the environmental 
setup for the experiment along with the involved devices and 
radio configurations, Section III describes the measurements 
acquisition and comments the main results and assessments. 
Section IV contains some concluding remarks. 

II. EXPERIMENTAL SETUP 

During an emergency caused by a natural disaster of socio-
political event, regular communication infrastructures could be 
unavailable. In order to provide a reliable communication 
network able to connect the population with responders and 
authorities, a possible solution is the activation of a temporary 
radio network following widespread standards like 2G/3G 
cellular telephony. In the experiment an emergency situation 
has been simulated where a software 2G (GSM) emergency 
network has been deployed indoor, at the second floor of the 
Department of Information Engineering (DINFO) at the 
University of Florence. The logical map of involved devices in 
the access segment is depicted in Fig. 1. It consists of two RF 
heads, one directly connected through a gigabit Ethernet link to 
a baseband CPU hosting OpenBTS [3], the other is remotely 
deployed and fed through an optical LX Gigabit Ethernet 
connection from a second baseband CPU unit. Both CPUs are 
then interconnected by a SIP PABX (Session Initiation 
Protocol based  Private Automatic Branch Exchange), for call 
routing and user authentication. 

 

 

Fig. 1. System architecture used in the experiment 
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Fig. 2. Detailed traffic paths 

 

The details of the flowing IP traffic in the experimental 
setup is shown in Fig. 2. Radio devices are implemented with 
two Ettus Research Universal Software Radio Peripheral-2 
USRP2 [4] equipped with 900MHz daughter boards. The two 
baseband CPUs consists of a Sony VAIO (Intel I5@2.5GHz, 4 
cores), namely CPU1 and Dell (P4@3GHz), called CPU2. The 
first CPU is hosting one OpenBTS module, the Asterisk PABX 
and the SIP authorization module. The second one is hosting 
the remote OpenBTS module. The diagram also reports the 
main traffic components colored depending on the link role 
during the radio access operation after a connection with a 
mobile has been established. 

The deployment map is shown in Fig. 4. The stars represent 
the location of the two RF devices corresponding to the two 
GSM base stations. Numbers (1-11) indicate the location of 
mobiles where the measurements have been acquired. 

III. FIELD TRIALS AND RESULTS 

The experiment consists in providing voice and SMS 
service to up to 2 real GSM mobiles in the area of coverage of 
the two emergency cells. The main adopted parameters are 
represented in TABLE I. . 

TABLE I.  EXPERIMENT PARAMETERS 

Parameters 

name value unit 

Downlink Frequency BS1 870,0 MHz 

Uplink Frequency BS1 825,0 MHz 

Downlink Frequency BS2 872,0 MHz 

Uplink Frequency BS2 827,0 MHz 

Noise Figure 8,0 dB 

Max RF power 200,0 mW 

 

Several voice call and text message tests has been 
conducted with mobiles located in various positions of the 
coverage area. For each setup, the exchanged IP traffic among 
the network functional entities has been captured and analyzed 

with Wireshark. The voice latency has been also measured 
through the analysis of the audio echoes of a sequence of 
audible “ping” transmitted from a modified software phone to 
the mobiles. 

A. Aggregated Network Results 
The required network resources for completing a voice call 

with the experimental setup is reported in TABLE II. for a 
single mobile and considering the outbound traffic only (from 
mobile to BS). 

TABLE II.  VOICE CALL NETWORK USAGE 

Measurements 

name value unit 

GSM voice payload bitrate 13,0 kbps 

RTP payload bitrate 13,2 Kbps 

Mean RTP packet delay 20,0 ms 

RTCP overhead (5 sec) 0,41 % 

Baseband IP traffic 13,0 Mbps 

 

 

Fig. 3. Uplink Frame Error Rate with mobiles placed at different test-points 
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Fig. 4. Experiment deployment 

 

Fig. 5. Measured received signal power (dBm) at different test points 

B. Received signal and frame errors for various test points. 
For various mobile locations a series of measurements have 

been conducted. In Fig. 5 is reported the received signal power 
for the downlink in various points along the corridor and stairs. 
The red line shows the dependency between the measurement 
points and the received power from BS1 only, the rightmost in 
the map, while the yellow line is related to BS2. The blue line 
is the measured power when both BSs are available. The 
measured received signal strength follows the expected 
behavior. 

In Fig. 3 the frame errors for uplink transmission during a 
call are reported for various test points. Again the red trace 
refers to the rightmost BS1 while the yellow one to BS2. As 
shown if a mobile is within the coverage of a BS, the related 
frame errors are low. During this test no automatic handover 
procedure has been activated. Red line also shows a signal 
saturation issue due to an unfavorable location of mobile with 
respect to the BS1 (test point 11). 

C. Computing and Energy Resources Usage 
An evaluation of computing complexity for the software 

realization of GSM radio access is reported in Fig. 6 and Fig. 7 
for both the CPUs. The y-axis reports the CPU load fraction for 
various modules of OpenBTS and Asterisk (single BS). The x-
axis iterates the measurements in different conditions: point 1 

refers to idle operating system with no OpenBTS modules 
running, points 2 to 4 refer to CPU load sampling during a call. 
As expected the baseband processing (Transceiver) is the 
process with the highest load to serve. 

 

Fig. 6. Process load for the various modules in the baseband processing host 
(CPU1, 1=idle, 2-5 during a call). 

 

Fig. 7. Process load in the baseband secondary processing host (CPU2, 
1=idle, 2-5 during a call). 

In Fig. 8 the averaged power consumption is reported for 
CPU1. Again point 1 refers to an idle operating system 
conditions, while 2-5 are measured during a call. 

 

Fig. 8. Measured power consumption for CPU1 (1=idle, 2-5 during a call) 
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D. Audio Latency 
Audio perceived delay through the experimental system has 

been evaluated by injecting both artificial and natural sounds 
and capturing the received echo produced by the analogic 
coupling of speakers and microphone in the mobile phone. The 
sounds adopted are of three kind: synthetic sounds injected by 
Twinkle SIP softphone, short analogic “bumps” generated on 
microphones and a portion of a speech during a call. By 
autocorrelation analysis an estimated of round-trip latency is 
reported in TABLE III. . Estimated one-way latency can be 
obtained by halving the measured RTT, resulting in values 
aligned with conventional digital telephony. 

TABLE III.  AUDIO RTT 

Measurements 

name value unit 

Twinkle mean RTT time 274,4 ms 

Twinkle RTT standard deviation 64,5 ms 

“Bumps” mean RTT time 172,2 ms 

“Bumps” RTT st. deviation 6,5 ms 

GSM mean RTT time 278,3 ms 

GSM RTT standard deviation 1,6 ms 

 

IV. CONCLUDING REMARKS 

The described field trial successfully confirmed the 
feasibility of software virtualization of baseband signal 
processing with ordinary CPUs. The involved network 
resources in the experimented context are small (less than 
15Mbps) and does not require complex devices to operate. The 
remote RF head has been connected with a small portion of the 
optical link, so that over 60 GSM base stations can share a 
single Gigabit optical link. Computing resources and power 
consumption stay within the capability of conventional 
laptop/desktop. With dedicated computing hardware a more 
computational efficiency can be achieved. The experiment 
considered 2G cellular technology because of the limited 
bandwidth and complexity of the standard. The same 
experimented concepts however apply to 3G and later 
generations with more computing and transport resources 
available. 

REFERENCES 

 
[1] "Software defined networking: The new norm for networks," White 

Paper, Open Networking Foundation, 2012. 

[2] CMCC, "C-RAN The Road Towards Green RAN," CMCC white paper, 
Oct. 2011. 

[3] Pace, P.; Loscri, V., "OpenBTS: A Step Forward in the Cognitive 
Direction," Computer Communications and Networks (ICCCN), 2012 
21st International Conference on , vol., no., pp.1,6, July 30 2012-Aug. 2 
2012 

[4] Ettus Research ltd, http://home.ettus.com/ 

ACKNOWLEDGEMENTS 

The authors thank Rodrigo Isidro Lopez for his support in 
the execution of the reported experiment, the director of the 
Department of Information Engineering (DINFO) of University 
of Florence for the availability of the experiment area. 

 

Proceedings of WInnComm-Europe 2014, Copyright  ©2014 Wireless Innovation Forum All Rights Reserved

105



EVALUATION AND ANALYSIS OF INFLUENCE FROM OTHER RADIO 
SYSTEMS IN WIDEBAND NON-CONTIGUOUS OFDM RECEIVER  

 
Keiji Takakusaki    Kazuhiro Kosaka    Issei Kanno    Akio Hasegawa    Hiroyuki Shinbo  

Advanced Telecommunications Research Institute International  
Adaptive Communications Research Laboratories 

2–2–2 Hikaridai, Seika-cho, Soraku-gun, Kyoto, 619–0288 Japan 
E-mail:  {takakusaki, kosaka, kanno, ahase, shinbo}@atr.jp 

 
 

ABSTRACT 
 
We are studying the Wideband Non-Contiguous OFDM 
(WNC-OFDM) to utilize an unused frequency band. The 
WNC-OFDM can realize a high-speed communication by 
gathering OFDM sub-carriers which are dispersively 
located unused frequency bands across extremely wide 
target bands. Since a WNC-OFDM transmission uses 
multiple dispersed frequency bands at the same time, its 
receiver needs to receive wideband signal including all 
dispersed bands. In this case, since the receiver receives not 
only the desired WNC-OFDM signals but also the undesired 
signals of other systems simultaneously, WNC-OFDM 
signals are affected by interference due to other radio 
systems signal. It is important to comprehend the influence 
from other radio systems and tolerance for them in order to 
design and tune the WNC-OFDM transceiver. In our 
previous research [1], the influences from other radio 
systems were evaluated through the experimentation with 
developed equipment and the computer simulations. The 
results showed bit error ratio performances were quite 
difference from the performance in Gaussian noise 
environment. In this paper, we conducted theoretical 
analysis and confirm validity of the interference characters 
observed in the previous evaluation. 
 

1. INTRODUCTION 
 
Recently, mobile data traffic continues to rapidly increase. 
Its 2013 amount is forcasted to increase over 11 times by 
2018. To handle such mobile data traffic, more frequency 
resources are required. We focus on utilization of lower 
frequency bands under 1GHz, because the characteristic of 
radio propagation is suitable for mobile communications in 
a certain situation such as a mobile terminal with high 
mobility. It is difficult to obtain wide and consecutive 
frequency resources in lower frequency bands because 
almost of resourcess have benn already allocated to the 
other systems. However, there are two types of available 
frequency resources in lower frequency bands: (1) a gap 
bandwidth between allocated frequency bands and (2) 
allocated frequency bands but they are not used at certain 
places (countries and regions) and/or certain time intervals. 

We call (1) and (2) as “unused frequency resources”. We 
have observed the unused frequency resources in some 
places of Japan [2]. A lot of dispersed and narrow frequency 
resources whose utilization could not be detected were 
observed. If we can use the unused dispersed and narrow 
frequency resources and gather them, it is the same as 
obtaining new wide frequency resources for handling large 
amount of mobile data traffic. 
 In order to utilize such unused frequency resources 
effectively, there are some prior researches about the 
technology of Non-Contiguous Orthogonal Frequency 
Division Multiplexing (NC-OFDM) [3,4,5,6]. In NC-
OFDM transmission, a transmitter selectively activates 
subcarriers on the unused frequency resources, and allocates 
mobile data to the activated subcarriers. A receiver gathers 
the activated subcarriers and obtains the large amount of 
transmitted mobile data. One example of implementation of 
the NC-OFDM receiver has been studied in [5]. The 
receiver supports consecutive 30 MHz bandwidth 
simultaneously in 5GHz ISM band.  

Aggregate, obtain high data traffic

f

Difficult to obtain
Consecutive band

Allocate Subcarriers onto many narrow 
idle bands existing dispersedly

Existing
systems

f

Fig. 1. Overview of WNC-OFDM 
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 However, the supported bandwidth of NC-OFDM is 
not sufficient to handle the current mobile data, because the 
unused frequency resources in lower bands are located 
dispersively across extremely wide bands. We are studying 
Wideband NC-OFDM (WNC-OFDM) in response (Fig. 1). 
The main characteristic of WNC-OFDM is to utilize the 
unused frequency resources selected from extremely wide 
bands (e.g. 1GHz).  
 There are many issues to implement a WNC-OFDM 
system [6]. This paper focueses on the issue of received 
signal interference. One set of a radio frequency (RF) circuit 
and an IFFT/FFT function is defined as an “RF-unit”. As 
shown in Fig.1, a receiver of WNC-OFDM system receives 
desired signals and the other radio systems signals 
simultaneously, because the RF-unit cannot independently 
receive each dispersed OFDM subcarrier. To keep a 
communication quality in WNC-OFDM radio link, it is 
important to comprehend the influence from undesired other 
radio system signals.  
 We evaluated the influence from the other radio 
systems in WNC-OFDM system with developed 
experimental equipment and computer simulations [1]. Bit 
error ratio (BER) vs desired signal power to undesired 
signal power ratio (DUR) was evaluated. The trend of the 
influence in WNC-OFDM system was different from 
Gaussian type interference environment in usual radio 
systems. Analysis and verification of the difference of 
performances had been needed, but had been set as future 
work in previous paper. In this paper, we conducted 
theoretical analysis in order to confirm the evaluated 
characteristic of influence from undesired CW and 
synchronous OFDM signal, which is different from 
characteristic of influence from general Gaussian noise. 
 This paper describes the behavior of influences of 
signal interference from other radio system signals with the 
WNC-OFDM system. Section 2 presents the detailed 
explanation of influences on simultaneous reception in 
WNC-OFDM system. Structure of WNC-OFDM 
experimental equipment and set-up of experiments are 
described in Section 3. Section 4 shows analysis results of 
the influence. Section 5 presents validity of the interference 
characters observed in the previous evaluation. And the 
conclusions is shown in Section 6.   
 
2. INFLUENCE OF SIMULATONEOUS RECEPTION  

IN WNC-OFDM 
 
The signal interference from other radio systems in usual 
radio systems is represented by adjacent channel 
interference. The method for the avoidance of adjacent 
channel interference is shown in Fig. 2. It consists of a 
baseband band-pass filter to adjust a signal bandwidth and a 
certain width of guard-band to suppress interference at 
transition band of the band-pass filter. 

 However, the signal interference in WNC-OFDM 
system is different from it in the usual radio systems. Fig. 3 
shows received signals in WNC-OFDM systems. WNC-
OFDM receiver receives both desired signals and other 
radio systems signals simultaneously with the same RF-unit. 
This situation is unavoidable, because band-pass filters for 
each WNC-OFDM signal, which are located dispersed and 
narrow frequency bands, cannot be implemented 
independently. In addition, since a bandwidth of each 
unused frequency band is very narrow, the bands cannot be 
utilized effectively if guard-bands with sufficient width are 
required for each band. That is, WNC-OFDM signals are 
affected by interferences from signals of the other radio 
systems which are received in the same RF-unit. This point 
is crucial difference between WNC-OFDM system and a 
conventional radio systems. When a total received power of 
other radio systems is relevant high, saturation of the analog 
to digital (A/D) converter and/or nonlinear distortion of the 
low noise amplifier (LNA) occurs. LNA distortion causes 
not only the signal interferences from adjacent wireless 
systems but also the inter carrier interference (ICI) within a 

f
Guard Band Guard Band

Transition
Band Pass Band

Transition
Band

Can isolate from other radio system 
signals with band-pass filter.

Desired 
signal 

Other systems 
signal

Rx Filter 
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Fig. 2. Reception signals with usual radio systems 

 

f

Cannot avoid to receive other radio 
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WNC-OFDM 
signal 

Other systems 
signal

Rx Filter 
Characteristic

Guard Bands Guard Bands

Fig. 3. Reception signals with WNC-OFDM systems 
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band. In addition, saturation of the analog to digital (A/D) 
converter generates quantization noise. Even when the total 
received power is low, adjacent channel interference occurs 
in baseband because the most of the other radio system 
signals are not orthogonal to WNC-OFDM signals.  
 The signal interference causes the degradation of 
communication quality in WNC-OFDM systems. To solve 
the issue, we must comprehend the behavior influence of 
signal interference from other radio systems in WNC-
OFDM system. 
 

3. EXPERIMENTAL ENVIRONMENT 
 
In order to evaluate the influence from other radio systems 
to the reception of WNC-OFDM, we had conducted 
experiments with developed equipment. This section 
describes structure of the developed experimental 
equipment and detailed set-up of the experiments[1].  
 
3.1. Structure of Experimental Equipment 
 
Fig. 4 depicts schematics of the developed WNC-OFDM 
experimental equipment. The equipment supports extremely 
wide bands, from 170 MHz to 1GHz, total 830 MHz. For 
supporting such the wide bandwidth, we have employed 
divided and plural small RF-units. By employing the 
architecture, the hardware requirements, represented by 
extremely high-end wideband single RF and analog 

baseband circuits, are relaxed and possibility for realization 
of hardware increases. Concretely, the developed equipment 
employs four RF-units. All RF-units use the same one 
common intermediate frequency (IF) oscillator and all RF 
local oscillators use a common reference oscillator. Owing 
to the commonalized oscillations, frequency 
synchronization between all RF-units can be achieved and 
we have also shown that the negative effects caused by the 
inter-carrier interference between RF-units can be 
vanishingly reduced in. Baseband devices, e.g. A/D 
converter, D/A converter IFFT, FFT, are drove by 122.88 
MHz sampling clock. Actually available bandwidth is 
limited to 90 MHz in order to avoid aliasing. The bandwidth 
of BPF implemented in analog circuit is also set to 90 MHz. 
The center frequencies for each RF-units can be changed 
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Fig. 4. External View of Experimental Environment 
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flexibly and independently so as to cover the frequency 
band demanding allocation of WNC-OFDM subcarriers. 
Time domain windowing function is implemented to the 
equipment for the sake of out of band leakage power 
suppression in the transmitter. In addition, the basic 
parameter of the transmitted OFDM signal is set to the 
specification of 3GPP LTE Rel.8 [7]. That is, the subcarrier 
spacing is 15 kHz and specified modulation and coding 
schemes can be generated in the transmitter and can be 
demodulated and decoded.  
 
3.2. Set-up of Experiments 
 
In order to evaluate the influence in various scenarios, 
various test cases, listed in Table 1, are conducted. As the 
signals assuming other radio systems, synchronous OFDM, 
asynchronous OFDM, and continuous wave (CW) could be 
selected. These signals, except for the desired WNC-OFDM 
signal, are all defined as “undesired signal” in following 
description. External view of the experiment is shown in Fig. 
5 and the its detailed connection diagram is described in Fig. 
6. The experiment scenario can be controlled by settings of 
the base station, the fading simulator, vector signal 
generator, and step attenuators, respectively shown in Fig. 6. 
In the test case with undesired synchronous OFDM signal, 
the undesired signal is generated by different RF-units from 
the unit generating the desired WNC-OFDM signal because 
they can be synchronized. Frequency of the synchronous 
OFDM signal generated by RF-unit #2 can be detuned by 
frequency shift function of fading simulator. In other test 
cases, the undesired signals are added from external vector 
signal generator. Desired signal power to undesired signal 
power ratio (DUR) can be controlled by step attenuators. In 
all evaluations, external white Gaussian noise generator 
were not employed for the sake of sufficiently high signal to 
noise ratio (SNR), thereby it can be evaluate the pure 
influence of undesired signal. Frequency separation 
between desired signal and undesired signal is defined as 
Fig. 7. Channel characteristic is set to AWGN or pure 
Doppler (frequency shift) in this experimentation. 
  

4. PERFORMANCE EVALUATION AND ANALYSIS 
 
This section describes quantitative evaluation results under 
the influence of various undesired signals with both the 
experimental equipment and computer simulations executed 
in previous research, which are need as targets of following 
theoretical analysis. This section also describes additional 
verification for the difference between the experimental 
results and simulation results. 
 For simplification, the computer simulations assume 
ideal timing synchronization and channel estimation.  
  
4.1. Dependency on Frequency Separation  
 
Fig. 8 shows BER performance of experimental results 
focused on effects of frequency separation between desired 
and undesired signal in AWGN channel. The types of the 
undesired signals are set to CW or OFDM signal and they 
are generated synchronous or asynchronous to the desired 
signal. In the figure, dependency on the frequency 
separation was observed clearly when undesired signal was 
synchronous to desired signal. The dependency can be 
explained as follows. When the frequency spacing is 
integral multiple of 15 kHz, (subcarrier spacing of desired 
signal, fo) ICI from undesired signal is not generated 
because of the orthogonality. Meanwhile, the orthogonality 
is maximally collapsed and considerable ICI is generated 
when the frequency spacing has offset of 7.5 kHz (half of 
subcarrier spacing). In asynchronous case, ICI is constantly 
generated because of the non-cyclic characteristics of the 
undesired signal in the FFT interval. In the following 
experiments, the frequency separations were set from 15  
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kHz to 22.5 kHz for synchronous case, and set to 15 kHz 
for asynchronous case by considering these results.  
 
4.2. Influence from Synchronous OFDM Signal  
 
Fig. 9 describes BER vs DUR performances with adjacent 
undesired synchronous OFDM signal obtained from 
experiments and computer simulations, respectively, in 
previous research [1]. Note that the simulation results did 
not take the effect of quantization noise into account. It is 
also noteworthy that the results themselves are obtained in 
previous research [1]. Indexes "∆" denote "frequency 
separation" based on the definition in Fig. 7. For frequency 
separation 22.5 kHz, experimental results and simulation 
results were close. Both graphs had the same straight shape 
and small slopes indicating that about ten times BER 
improvements are obtained by increasing 10 dB DUR, and 
rapidly fadeout less than 1e-3. This slope was apparently 
different from general additive Gaussian noise environment, 
where its horizontal axis is SNR. The difference is 
theoretically analyzed in chapter 5.  
 It is also remarkable that when the frequency separation 
closes to 15 kHz, i.e. the situation with near orthogonality, 
the difference between simulation and experiments becomes 
larger. Actually, no bit error was observed for 15 kHz 
separation in the simulation and graph could not be drawn 
in Fig. 9. On the other hand, bit error remains in experiment 
even for 15 kHz. The cause of this remaining error can be 
considered as the quantization noise generated by the 
saturation of the A/D converter. In order to verify the 
hypothesis, we have conducted computer simulation with 
the functions of auto gain control (AGC) and generation of 
the quantization noise of the A/D converter. Results are 
shown in Fig. 10 with experimental results. The results of 
the simulations and experiments become very close. Hence, 
it can be confirmed that the dominant cause of the 
performance difference between experimentation and 
simulation shown in Fig. 9 is quantization noise generated 
at the A/D converter.   
  

4.3. Influence from Continuous Wave  
 
Fig. 11 describes BER vs DUR performances with adjacent 
undesired CW signal with various frequency separation 
obtained from experiments and computer simulations, in 
previous research[1]. Note that the simulation results do not 
take the effect of quantization noise into account. For 
frequency separation from 16 kHz to 22.5 kHz, results of 
experiments and simulations are very close. Both graphs 
have the same straight shape and small slopes indicating 
that about ten times BER improvements are obtained by 
increasing 20 dB DUR, and rapidly fadeout less than 1e-3. 
This slope was apparently different from general additive 
Gaussian noise environment, where its horizontal axis is 
SNR. and also different from the results for undesired 
OFDM signal shown in Fig. 9. The difference is also 
theoretically analyzed in chapter 5.  
 The difference between simulations and experiments 
has been observed. In the same manner as the previous 
section, we have conducted computer simulation with the 
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functions of auto gain control (AGC) and generation of the 
quantization noise of the A/D converter, and the results are 
shown in Fig. 12 with experimental results. The simulation 
result for 15.0 kHz frequency separation gets closer to the 
experimental result. However, the difference is still 
observed. As the causes of remaining difference, frequency 
error between the equipment and signal generator and un-
stability of timing tracking on the equipment are considered.  
 
5. THEORETICAL ANALYSIS OF INTERFERENCE 

FROM UNDESIRED SIGNAL 
 

As shown in section 4.2 (environment with undesired 
synchronous OFDM) and 4.3(environment with undesired 
CW), BER vs DUR graphs have characteristics as follows : 
 - straight shape 
 - small slope (10X BER/20 dB DUR : CW) 
   (10X BER/10 dB DUR : Sync. OFDM) 
 - fall steep at the region less than around 1e-3. 

 It was considered that this differences were caused by 
difference of distribution shape of interference from each 
undesired signal. Analysis and verification of the difference 
of performances were needed, but had been set as future 
work in previous paper. In this chapter, such the behavior is 
theoretically analyzed in order to comprehend the 
characteristics more clearly. 
 
5.1. Histogram of Demodulated Signal  
 
For the sake of observation for received signal distribution 
caused by interferences in pure and ideal environment, we 
executed following computer simulations.  
 In the simulation, received signal after FFT for all 
subcarriers corresponding to desired OFDM signal were 
recorded and histograms of their real components were 
made. Histograms with additive white Gaussian noise 
(AWGN), with undesired OFDM signal and with undesired 
CW are shown in Fig. 14, Fig. 15, and Fig. 16, respectively. 
These figures have three axis described as follows: 
 (1) f-axis : denotes subcarrier index  
 (2) x-axis : denotes magnitude of each subcarrier x  
 (3) h-axis : denotes histogram of x. 
Center point of x-axis marked "0" denotes origin of x-axis 
(point of x=0). A straight dashed line which intersects x-
axis at the origin and parallels f-axis is a threshold point for 
sign discrimination for demodulating QPSK signal of all 
desired OFDM subcarriers. Hereafter, this line is called 
"discrimination line". When distribution of x spreads 
beyond the discrimination line, transmission bit error occurs. 
It is noteworthy that although the analysis only deals with 
real part of the subcarrier, it is sufficient to analyze the 
behavior because the distribution characteristic of the 
imaginary part is also the same. 
 As shown in Fig. 14, when white Gaussian noise is 
added, Gaussian shape magnitude distribution is observed in 
each subcarrier and that is equivalent through all subcarriers 
of desired OFDM signal.  However, as shown in Figs. 15 
and 16, under the environment with adjacent undesired 
signal (CW or synchronous OFDM), different level 
magnitude distributions depending on position of 
subcarriers are observed.  
  In the simulation with undesired OFDM signal (Fig. 
15), both desired and undesired WNC-OFDM signals 
consists of 600 subcarriers and QPSK modulation is 
employed. In addition, additive noise free static channel 
environment is assumed. In Fig.15, desired WNC-OFDM 
subcarriers are displayed from subcarrier number (SC#) 305 
to SC# 600 on f-axis, and undesired synchronous OFDM 
subcarriers are allocated on residual part on f-axis. The 
outermost subcarrier of each subcarrier blocks are allocated 
apart 1.5fo (22.5 kHz). Distribution of x looks closed to 
Gaussian shaped and the magnitude distributions of each 
subcarrier is different according to subcarrier index, i.e. 
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experimental result, AWGN channel) 
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frequency. Concretely, subcarriers close to undesired signal 
tend to be influenced by the higher level interference. In 
addition, it can be observed that the number of subcarriers 
which yields bit error increase as DUR got worse. Hence, 
the varying number of subcarriers that yield bit error by 
increasing undesired signal level is smaller than that in 
AWGN case where the noise level of each subcarrier is 
almost equivalent. This fact causes the results where the 
slope of BER vs DUR graph is smaller.  
  Fig. 16 shows results of simulation with undesired CW. 
In Fig.16, desired WNC-OFDM subcarriers are displayed 
from SC# 335 to SC# 600 on f-axis, and undesired CW is 
allocated apart 1.5fo (22.5 kHz) from the outermost 
subcarrier (SC#600) of the desired WNC-OFDM signal. 
Similar to undesired OFDM signal case, higher magnitude 
distributions are observed for subcarriers closer to undesired 
signal, and the number of subcarriers yields bit error 
increase as DUR got worse. Then, the varying number of 
subcarriers that yield bit error by increasing undesired 
signal level is smaller than that in AWGN case. And this 
also causes the results where the slope of the graph is 
smaller. 
 In addition, it was observed that the distribution of x in 
Fig. 16 had quite strange shape, like a letter "M". The shape 
can be observed clearly in closed up figure, Fig. 17. This 
"M" shaped distribution has no side lobe as Gaussian 
distribution, thus no error occurs when interference 
magnitude is smaller than that of desired signal. On the 
other hand, suddenly error occurs when interference 
magnitude exceeds magnitude of desired signal. It can be 
guessed that the rapid growth of the steep in the region, 
where BER less than around 1e-3, is caused by that issue. 
 
5.2. Theoretical Analysis for Interference from 
Undesired CW signal 
 
In order to confirm validity for the interference 
characteristics observed in the simulation, theoretical 
analysis by calculating interference signal shape,  
distribution, and bit error ratio due to the interference has 
been made. Following derivations are only for undesired 
CW case and those for undesired synchronous OFDM case 
is further work. In undesired synchronous OFDM case, 
distribution of the interference and bit error ratio can be 
approximated with integration of interferences from all 
undesired OFDM subcarriers. In addition, the interference 
from one undesired subcarrier can be approximated as that 
from an undesired CW.    
 At first, CW component of FFT output is calculated. 
The down converted CW signal to base band are described 
as,  

where Au, fδ, and ϕδ denote amplitude, frequency, and phase 
of the CW, respectively.  
 n-th subcarrier component of FFT output, F(n), 
corresponds to CW signal (1) is calculated as following, 
where N is number of FFT points, fo is subcarrier spacing of 
desired OFDM signal which equals to 1/T, where T is the 
OFDM symbol duration. 

 
(2) 

 

(3) 

 
(4) 

 
(5) 

 
 

(6) 

 This value denotes the interference affecting n-th 
subcarrier. When the frequency of CW fδ is set to integer 
multiple of fo, (6) equals to 0. It means the orthogonal 
situation. When fδ is set to (m+1/2)fo, where m is integer, (6) 
generates maximal magnitude written as (7). It means the 
lowest orthogonality situation.  

 
(7) 

 The value (7) increases when Au gets larger, i.e. DUR 
become worse, or focusing subcarrier frequency nfo is set 
closer to fδ .  
 Next, probability density function (PDF) of real part of 
(7) is calculated as q(S) as written in (10). P(G-1(S)) = P(ϕδ) 
denotes probability density function of ϕδ, and its value is 
uniformly 1/2π.  

 
(8) 

 
(9) 

 

 

(10) 

 (1) 
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 Fig. 19 shows the graph of q(S) and it also can be 
observed the shape is like a letter "M", as observed in Fig. 
17. From above analysis, it was proved that distribution of 
the interference from undesired CW signal had the "M" 
shape. In addition, distribution of the interference in 
undesired OFDM case can be considered as sum of the "M" 
shaped distributions for all undesired OFDM subcarriers, 
and can be considered to has characteristics of both white 
Gaussian noise and CW. 
 At last, approximated BER for undesired CW signal 
case is calculated. When ϕδ in (7) is set to -π/2, (7) gives the 
largest magnitude E(n) expressed as (11). This value is the 
curve of "Interference Envelope" drawn in Fig. 19.  

 Range for number of desired OFDM subcarriers suffer 
bit errors is given as (12), i.e. from N to cross point of the 
discrimination line and the interference envelope line(11), 
i.e. nx.  

 
(12) 

 BER is calculated by sum of value of (11) exceeding 
the discrimination line. PDF of the distribution is 

approximated by rectangular shape in following equations.  
 Finally the BER (15) can be approximated as (16), 
since the second term is negligible when M is close to N, 
and the third term is negligible when DUR=Do/Au is 
sufficiently low. 

 
(16) 

 Equation (16) proves that BER is inversely proportional 
to DUR, i.e. BER increases 10 times when DUR degrades 
20 dB. Above analysis showed the reason why BER vs 
DUR graph in undesired CW case had straight shape and 
small slope (10X BER/20 dB DUR). 
 
5.3. Summary of analyses for interference from various 
undesired signals  
 
The results of above analyses showed that the reason of  

for interference from various undesired signals had the each 
characteristic shape of BER vs DUR graph. Conclusion of 
above analyses is summarized in Table 2.  
 
 

6. CONCLUSIONS 
 
Interference from other various radio systems in WNC-
OFDM system had been evaluated by both experiment with 
implemented equipment and computer simulations. The 
results showed bit error ratio performances were quite 
difference compared to the performance in Gaussian noise 
environment. We conducted theoretical analysis and 
confirmed validity of the interference characters in WNC-
OFDM system observed in the previous evaluation. 
 The knowledge of characteristics of interferences is 
valuable for designing the link adaptation algorithm based 
on interference in WNC-OFDM system and consideration 
of the employing interference mitigation technologies in the 
receiver.  
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Fig.  14.  Histograms of demodulated signals with AWGN
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Fig.  15  Histograms of  demodulated signals with undesired synchronous OFDM signal

Fig.  16  Histograms of  demodulated signals with undesired CW 
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ABSTRACT 
 
The Software Communications Architecture (SCA) is a 
software architecture provided and published by the JTNC 
(Join Tactical Networking Center). Facing the multiplicity 
of the waveforms and the diversity of the platform 
architectures and form factors, the original aims of the SCA 
are to facilitate the waveform development in terms of 
portability and waveform deployments onto heterogeneous 
SDR platforms. In this paper, we present an approach using 
Model-Based Testing (MBT) to ensure the conformance of 
a software radio platform to SCA requirements. In this 
approach, an MBT model is developed on the basis of SCA 
specifications, and conformance tests and scripts are 
generated and then run on the targeted software radio 
platform. This approach has been developed within a 
National Research Project called OSeP, with results 
regarding modeling for automated test generation for SCA 
conformance testing. The techniques involved in this project 
focus on functional requirements and automatically generate 
Java executable test scripts, which aim to evaluate the 
functional conformance of the software implementation 
with respect to their associated requirements. 
 
Keywords: Software Communications Architecture (SCA), 
conformance testing, model-based testing, dynamic testing. 
 

1. INTRODUCTION 
 
Conformance testing is done to determine whether a system 
meets a specified standard. One key goal of conformance 
testing is to ensure interoperability between systems, on the 
basis of agreed norms and standards. Conformance tests are 
designed to concentrate on areas critical to interoperability, 
including testing the system  reaction to erroneous behavior. 
One specific challenge in the area of conformance testing is 
the design of the right test suites: how can be designed the 
right tests? How can be agreed, at the level of standard 
working group committees, on the content of the 
conformance test suite? How the bidirectional traceability 
matrix between conformance tests and the standard can be 
developed and maintained when the specifications change? 

 
In this paper, we provided first results on using Model-
Based Testing (MBT) [1] from UML models [2] to evaluate 
the functional conformance of the software implementation 
with respect to the Software Communications Architecture 
(SCA) [3]. MBT refers to the processes and techniques for 
the automatic derivation of abstract test cases from abstract 
models, the generation of concrete tests from abstract tests, 
and the manual or automated execution of the resulting 
concrete test cases [4]. Compared with a manual design 
approach, MBT brings the following benefits: 
 

• MBT Modeling is a process which fosters close 
communication of the stakeholders. 

• The forced communication process builds up a 
common perception and understanding of the 
requirements in the given domain and helps to 
concentrate on areas critical to interoperability.  

• Reducing information and emphasizing different 
perspectives in the conformance MBT model 
makes it easier to master tradeoff and balance of 
the generated conformance test suite. 

• It helps to reduce maintenance costs due to the 
"single-point" information in the MBT model and 
the "by-design" traceability between the model and 
standard.  

 
MBT is an increasingly widely-used approach that has 
gained much interest in recent years. It is today getting 
closer and closer to an industrial reality: theoretical 
concepts (and associated tools) to derive test cases from 
specifications are indeed now mature enough to be applied 
in many application areas [5][6]. MBT is already in used for 
conformance testing in several areas of industry. We can 
mention for example: 
 

• The ETSI conformance testing process – see [7]. 
• GlobalPlatform compliance program – see [8]. In 

section 2, we present the lessons learnt from 
applying MBT conformance testing for the 
compliance program of GlobalPlatform 2.2 card 
specification. 
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Therefore, our main goal was to evaluate the technical 
feasibility of applying a Model-Based Testing process for 
SCA conformance testing. This proof of concept has been 
done in the context of a National Research Project called 
OSeP1 in partnership with DGA MI (French DoD). 
 
The rest of the paper is organized as follows: Section 2 
provides a short description of the MBT conformance 
testing process applied to Global Platform and summarizes 
the lessons learnt in this context. Section 3 gives a detailed 
overview of the application of this MBT process to a subset 
of SCA 2.2.2 specifications and summarizes the lessons 
learnt from our experiments. We conclude our paper in 
Section 4 and propose some perspectives to this work. 
 

2. RELATED MBT INDUSTRIAL EXPERIENCE: 
GLOBALPLATFORM COMPLIANCE PROGRAM 

 
 GlobalPlatform is a cross industry and not-for-profit 
association, which members are payment organizations such 
as American Express, MasterCard, or Visa International, 
telecom operators, like AT&T, France Telecom, NTT or 
Verizon and industrial leaders (AMD, Apple, Blackberry, 
Gemalto, Nokia, Samsung, etc.).  
As shown in Figure 1, GlobalPlatform identifies, develops 
and publishes specifications facilitating secure and 
interoperable deployment and management of multiple 
embedded applications on secure chip technology. Its 
proven technical specifications are regarded as the 
international industry standard for building a trusted end-to-
end solution serving multiple actors and supporting several 
business models. 
 

                                                 
1 OSeP - On-line and off-line model based testing of Security 
Properties – Applications to Security Components and Software 
Radio – ANR Grant n° ANR-11-ASTR-00 2 – see http://osep.univ-
fcomte.fr/ (in French) 

The specifications available provide the foundations for 
market convergence and innovative new cross-sector 
partnerships. The technology has been adopted globally 
across finance, mobile/telecom, government, healthcare, 
retail and transit sectors. Research conducted by Eurosmart 
confirmed that 2012 shipments of microcontroller smart 
secure devices (secure chips) is over 7 billion units, of 
which 2.6 billion units leverage GlobalPlatform technology. 
For a standardization body like GlobalPlatform, the 
compliance program is a strategic mission (see Figure 2). 

  
GlobalPlatform group has been using Model-Based Testing 
to produce its compliance test suites for more than 5 years. 
At GlobalPlatform, Model-Based Testing is therefore a key 
technology that supports the strategic conformance activity. 
Figure 3 gives an overview of the Model-Based testing 
process to address the GlobalPlatform conformance issues. 
The process starts on the left at the textual requirements, 
from which a test designer team derive the Test Objective 
Charter and a UML test model. This model represents the 
expected behavior of the Application Protocol Data Unit 
(APDU) specified in the GlobalPlatform standard. A subset 
of UML, called UML4MBT [10], is used. It includes UML 
class diagrams, state machines and OCL [11] constraints to 
formalize the control points and observation points, the 
expected dynamic behavior described in the standard, the 
business entities associated with the test, and some data for 
the initial test configuration. Model elements such as 
transitions or decisions are linked to the requirements 
defined in the Test Objective Charter, in order to ensure bi-
directional traceability between these requirements and the 
model, and later to the generated test cases and related test 
plan. Models are therefore precise and complete enough to 
allow automated derivation of tests from these models. This 
derivation is a fully automated process supported by the 
Smartesting CertifyIt testing tool [12], which generates 
abstract test cases (abstract because relying on the UML test 
model) to cover the items of the Test Objective Charter file. 

Figure 1: GlobalPlatform Certification Process 
 
 
 

Figure 2: GlobalPlatform Standard Presentation 
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Each generated test case is typically a sequence of APDUs, 
with input parameters and expected output values for each 
action. An adaptation layer can be used to link some 
abstract values from the model with some concrete test 
values. Such generated test sequences are similar to the 
high-level test sequences that would be designed manually 
in action-word testing [13]. They are therefore easily 
understood by humans, e.g., GlobalPlatform Compliance 
Testing Group, and complete enough to be delivered to be 
directly executed on a targeted system by a manual tester.  

 
 
In this context, the major added value of the MBT process 
has been the following: 

• It provides Test Suite for integration to the Product 
vendors in-house systems. 

• It remains open to any Test Tools suppliers (let the 
market decide the best tools). 

• It supports product variants or options (enabling to 
reuse all or some parts of the test model) 

• It ensures and maintains the coherence between all 
deliverable assets of the testing process. 

• The Model can be used as the unique reference 
implementation. 

 
The GlobalPlatform Compliance Program has started in 
2007. The metrics of the last GP Compliance Program in 
2014 are the following (i.e. the previous versions of the Test 
Suites are not taken into account) : about 6 000 tests have 
been generated for 15 active Compliance Test Suites. On 
the basis of this success story [14], we decided to apply this 
MBT approach for SCA specifications conformance issues. 
The next section introduces this work and describes the 
obtained results. 

 
 

3. EXPERIMENTS ON SCA 2.2 SPECIFICATIONS 
 
The development of radio protocols, within Software 
Defined Radio (SDR) design context, requires the respect of 
the de facto Software Communication Architecture (SCA) 
standard [3]. To test SCA compliancy and interoperability 
between SDR platforms, we have studied the adaptation of 
the MBT approach introduced in the previous section. 
Figure 4 describes the overall MBT process that has been 
deployed on a subpart of SCA 2.2.2 specifications 
(functional requirements at the level of the SCA core 
framework). It is structured in three main steps: 
1. Modeling for Test Generation from SCA specifications. 

From functional aspects of SCA 2.2.2, the MBT model 
is developed using the UML subset UML4MBT (in an 
eclipse-based modeling environment) and is checked 
for consistency. This MBT model captures the expected 
behavior of the SDR platform with respect to the 
considered perimeter of the SCA specification.  

2. Automated Test Generation. Test selection criteria are 
chosen, to guide the automatic test generation so that it 
produces a test suite aligned with the test strategy. In 
the context of SCA conformance testing, SCA 
requirements are linked to elements of the model, and 
the coverage of these requirements drives the test 
generation . The precise and unambiguous meaning of 
the UML4MBT model makes it possible to simulate the 
execution of the model, to use it as an oracle by 
predicting the expected output of the system under test, 
and finally to provide traceability matrix that gives a 
clear functional coverage metrics. Within the project, 
the Smartesting test generator, namely CertifyIt, has 
been used to produce test cases and test scripts. 

3. Automated Test Execution on a Test Bench. Once the 
test suite has been generated, the test cases are run. Test 
execution may be manual—i.e. by a physical person—
or may be automated by a test execution environment 
that provides facilities to automatically execute the tests 
and record test verdicts. In our context, the tests are 
generated in Java language and automatically executed 
using the JUnit framework.  

Figure 4: MBT Process for SCA Conformance Testing 
 

Figure 3: Model-based Compliance Test Suite 
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The next subsections detail each step in the context of the 
SCA 2.2.2 functional specification conformance testing. 
This presentation focuses on the « Domain manager » 
function to « install / uninstall Application» nominally, 
including exception management as shown in Figure 5.  
 
3.1. From SCA specifications to the MBT model  
 
The test model is specified on the basis of the UML4MBT 
modeling language introduced in the previous section. It is 
composed of a class diagram to represent the static view of 
the system (using classes, associations, enumerations, class 
attributes and operations) and an Object diagram to list the 
concrete objects used to compute test cases and to define the 
initial state of the system. In addition, Object Constraint 
Language (OCL) expressions are associated with the UML 
class operations to provide the expected level of 
formalization to precisely describe the dynamical behaviors 
of the system. Conformance requirements traceability is 
managed by tagging the OCL effects of the class operations. 
More precisely, ad-hoc comment symbols are introduced to 
OCL annotations to associate the requirement identifiers 
with an OCL statement. When a test case covers this 
statement, this test case is referenced as covering the 
requirement defined by the annotated identifier. This 
tagging mechanism makes it very easy to link initial 

functional requirements with the corresponding model 
behavior. The global architecture of the model (introduced 
in Figure 6) conforms with the structure proposed in SCA 
specification: one dedicated package has been created to 
model each specified SCA interface. The next subsections 
give an overview of each artefact of the model.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.1.1. Class diagram 
Figure 7 shows the class diagram of the SCA test model. 
Each class may contain one or several operations (not 
displayed in the Figure to keep it readable), which 
correspond to the services that can be applied to the system. 

Figure 6: Model Structure using SCA Packages 

Figure 5: Studied Excerpt of SCA 2.2.2 Application Requirements List Version 2.2. 
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Figure 7: Class Diagram of the SCA Model 
 

Figure 8: OCL Constraints of the Operation mount() 
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3.1.2. OCL constraints 
The expected behavior of each specified operations is 
described by an OCL constraint to determine its effects. It 
allows the Smartesting CertifyIt tool to predict them in an 
automated manner. For instance, Figure 8 introduces the 
constraints of the operation mount().  
Requirements traceability is managed by tagging these OCL 
effects. More precisely, these ad-hoc comment symbols are 
used in the OCL annotations to associate the requirement 
identifiers with an OCL statement. When a test case covers 
this statement, this test case is referenced as covering the 
requirement defined by the annotated comment symbols. As 
an example, in Figure 8, the green expressions (specific line 
comment) starting with the keywords REQ (for high level 
requirement) or AIM (for sublevel requirement) associate 
the OCL code with the functional requirement identifiers 
that the OCL statement precisely covers. 
 
 

This tagging mechanism makes it very easy to link initial 
functional requirements with the corresponding model 
behavior. They allow to automatically produce a traceability 
matrix at the same time as the generated test cases: when a 
test case executes the annotated statement, this test case is 
referenced as covering the annotated requirement(s).  
 
3.1.3. Object diagram 
Finally, the class diagram is instantiated using an object 
diagram that allows to determine the initial state of the 
system to be tested. Several object diagram can be created 
to cover various scenarios and/or various configurations 
depending of the testing objectives. Usually, one such 
diagram is created for each test suite to address the specific 
testing goals and functional features of them. Figure 9 
introduces an excerpt of such model.  
 
 
 

 
Figure 9: Excerpt of one Object Diagram 
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3.2. Test generation from the MBT model 
 
Such UML4MBT models have a precise and unambiguous 
meaning, so that the behavior of those models can be 
automatically understood and manipulated by the 
Smartesting CertifyIt test generation engine. This precise 
meaning makes it possible to simulate the execution of the 
model, to use it as an oracle by predicting the expected 
output of the system under test, and finally to provide 
traceability matrix that gives a clear functional coverage 
metrics from the requirements point of view. Basically, the 
test generation algorithm carries out a systematic coverage 
of all the behaviors of the test model, which are tagged with 
a requirement identifier as shown in previous subsection. 
Each test corresponds to a sequence of operations taking the 
form of a 3-part structure: a first subsequence places the 
system in a specific context (preamble) to exercise a given 
behavior annotated by a requirement, a second subsequence 
invokes this behavior, and finally a last subsequence allows 
returning to the initial state so that test cases can be 
executed automatically in one single sequence. It should be 
noted that this 3-part structure can be completed by one or 
more observation function calls, which allow observing the 
system state at any time during the test execution to make 
the verdict assignment more relevant.  
After test generation procedure is computed, a dedicated 
window of the test generator (see Figure 10) shows the set 
of generated test cases (at the left), and the sequence of 
called operations (at the top right) with the list of covered 
requirement identifiers (at the bottom right). 

3.3. Test automation and execution  
 
The generated test cases, which therefore include stimuli 
and expected outputs, can be exported to a large variety of 
format including customizable HTML or XML files, or 
directly to a scripted executable format computable in any 
testing framework (simulated system or real test bench). 
Within SCA case-study, the generated test cases are 
published as executable JUnit files.  
Automation relies on the implementation of keywords, 
which are defined by the operations of the UML model, and 
the test data, which are define by the abstract attributes and 
values in this model. Finally, to ensure a  fully automation, 
an adaptation layer (that is manually designed) concretizes 
the abstract test data of the model (operation names, inputs, 
outputs…) into concrete API calls and values. This layer 
can be seen as a table mapping the abstract data of the UML 
model to the concrete ones of the system to be tested. Thus, 
test publisher and adaptation layer make it possible to 
automatically derive executable test cases and offers the 
benefit of providing a structured and repeatable process. 
Such executable test suites can indeed be delivered to SDR 
manufacturers and platform providers in order to check, at a 
early stage of their development process, the compliance of 
their products. Moreover, automating test execution is a key 
aspect of regression testing (i.e. re-running test cases from 
existing test suites to build confidence that software changes 
have no unintended side-effects). Without test automation, 
testers have to execute the tests manually for each release of 
the application: a costly and time-consuming process. 

Figure 10: Smartesting CertifyIt GUI with Generated Test Cases  
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Figure 11 and Figure 12 respectively depict an example of 
generated JUnit file and the corresponding Java library that 
declares the UML keywords that have to be implemented. 
These files are automatically generated by the Smartesting 
CertifyIt testing tool. Hence, the Java keyword library  
specification is automatically generated from the UML 
model, but has to be manually documented. To achieve that, 
for each keyword (representing the UML operations of the 
model), the implementation activity consists to complete its 
definition by implementing the stub (see TODO comments) 
with the corresponding concrete code instructions.  
 
 

 
 

 

Therefore, this file is manually designed since it directly 
depends on the implementation to be tested. To perform this 
task, as shown in Figure 13, the generated files allow the 
user to document the commands as well as the concrete data 
to be used in order to concretize and execute the generated 
test suite. Once this automation design is completed, the 
generated test cases can be executed using a JUnit engine 
and the related test execution report can be computed and 
delivered. Figure 14 shows an example of execution status 
given by the Eclipse interface.  
 
 
 

 
 

 

Figure 11: Example of Generated JUnit Test File 
 

Figure 12: Generated Java Keyword Library 
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Figure 13: Java Implementation of the Keyword Library 

Figure 14: Example of Eclipse Test Execution Report 

Proceedings of WInnComm-Europe 2014, Copyright  ©2014 Wireless Innovation Forum All Rights Reserved

124



3.4. Lessons learnt from our experiments 
 
The Model-Based Testing approach has been successfully 
applied on a subpart of the SCA 2.2.2 specifications, and 
this project enabled to implement a fully automated and 
suitable conformance testing approach for SCA standard. 
The main learned lessons from these experiments are: 
1. The UML modeling style (the UML4MBT meta-model) 

is adequate to design such SCA MBT models. The 
interpretation of the specification was easy, and no 
specific issues appears during the modeling phase. 

2. The annotation of the MBT model by SCA 
requirements (at the level of OCL constraints) is a good 
mean to ensure an appropriate and relevant coverage of 
the SCA specification during automated test generation. 

3. Finally, due to a good mapping between the modeled 
operation and the SCA APIs of the SDR platform, 
automated test execution was straightforward managed. 

Some other benefits, directly inherited from well-known 
advantages of the MBT approaches [5] (and already 
demonstrated on software radio protocol during a previous 
experiment [15]) have also been noticed. For instance, this 
MBT approach for SCA compliance testing reduces test 
maintenance costs because only the test model has to be 
managed instead of the test cases. Moreover, conformance 
tests being based on the same model, they are generated for 
various implementations, releases, and versions of a single 
application, which ensures efficient regression testing and 
makes easier all maintenance and upgrade activities.  
 

4. CONCLUSION AND PERSPECTIVES 
 
Model-based Testing (MBT) has seen last 10 years an 
increasing interest in different industrial area of software 
and system testing. This is due to the fact that benefits of 
MBT, such as facilitation to define and automate specialized 
testing strategies, help to tackle the challenges of ever more 
complex software and systems. In the context of 
conformance testing, several deployments of MBT led by 
industrial consortium (GlobalPlatform for instance) show 
that this process and technologies may help standardization 
organization to better conduct and master their compliance 
program. In this paper, we report a small but successful 
technical proof of concept on applying MBT for SCA 
conformance testing. Modeling the functional part of SCA 
was easy, and automated test generation techniques provide 
the corresponding tests to be run on the SCA platform. 
Therefore, experimentation feedback using this automated 
conformance test generation process are very encouraging.  
The perspective of this project is to continue to extend the 
coverage of SCA functional specifications by the MBT 
model, and therefore to extend the generated conformance 
test suite. 
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ABSTRACT

Cognitive Radio (CR) is defined as a radio that is aware

of its surroundings and adapts intelligently. While CR tech-

nology is mainly cited as the enabler for solving the spectrum

scarcity problems by the means of Dynamic Spectrum Ac-

cess (DSA), perspectives and potential applications of the CR

technology far surpass the DSA alone. For example, cog-

nitive capabilities and on-the-fly reconfiguration abilities of

CRs constitute an important next step in the Communication

Electronic Warfare (CEW). They may enable the jamming

entities with the capabilities of devising and deploying ad-

vanced jamming tactics. Analogously, they may also aid the

development of the advanced intelligent self-reconfigurable

systems for jamming mitigation. This work outlines the de-

velopment and implementation of the Spectrum Intelligence

algorithm for Radio Frequency (RF) interference mitigation.

The developed system is built upon the ideas of obtaining

relevant spectrum-related data by using wideband energy

detectors, performing narrowband waveform identification

and extracting the waveforms’ parameters. The recognized

relevant spectrum activities are then continuously monitored

and stored. Coupled with the self-reconfigurability of various

transmission-related parameters, the Spectrum Intelligence is

the facilitator for the advanced interference mitigation strate-

gies. The implementation is done on the Cognitive Radio

coaxial test bed architecture which consists of two Software

Defined Radio terminals, each interconnected with the com-

putationally powerful System-on-Module (SoM).

1. INTRODUCTION

As opposed to the legacy radio systems, where the function-

alities are for the most part restricted by the deployed hard-

ware components, Software Defined Radios (SDRs) provide

reconfigurability of most of their parameters through soft-

ware changes run on the programmable processors - Field

Programmable Gate Arrays (FPGAs) or Digital Signal Pro-

cessors (DSPs). Originally introduced by Mitola in 1991,

SDR is nowadays becoming a dominant design architecture

for wireless systems. Cognitive Radio (CR) is usually built on

a SDR platform, and is further embodied with awareness and

self-adapting capabilities. This, however, inherently brings

along higher implementation complexity and the needs for

even more powerful computational resources.

SDRs and CRs [1] have received particular interest from

the wireless communication research community as potential

solutions to spectrum underutilization problems. For these

purposes, a variety of Dynamic Spectrum Access (DSA) tech-

niques have been proposed and investigated. These may be

categorized under the three models: Dynamic Exclusive Use,

Open Sharing, and Hierarchical Access Models [2]. Oppor-

tunistic Spectrum Access (OSA) is a form of the Hierarchi-

cal Access Model, where unlicensed CRs (secondary users)

are allowed to utilize the spectrum as long as licensed (pri-

mary) users’ communication is protected. In order to access

the spectrum opportunistically, secondary users need to be

able to acquire the spectrum occupancy information. Three

methods enabling the spectrum occupancy inference are gen-

erally adopted: spectrum sensing, geolocation/database and

beacon signals. Among them, various spectrum sensing tech-

niques such as energy detection [3, 4], feature detection [5]

and matched filters [6] were given the most attention up to

date.

However, the potentials of SDR and CR paradigms are

not necessarily restricted to the application of DSA. Seam-

less transition between the existing communication solutions,

higher interoperability between different standards and flexi-

bility in waveform selection all impose themselves as the vi-

able reasons for research and development of the SDR and

CR concepts.

In this work, we focus on some of the impacts that the

SDR/CR technology brings to the Communication Electronic

Warfare (CEW) domain. CEW systems [7] focus on inter-

cepting or denying the communication on the target systems

(electronic attack) [8], or taking actions aimed at preventing

the electronic attacks from successfully occurring (electronic

defense). A multitude of ways with respect to how on-the-

fly reconfiguration capabilities coupled with the learning and

self-adaptive potentials of the CR technology may aid both

the attacking and the defending side can be imagined [9]. De-

ploying energy detection spectrum sensing may embody the

attacker with the ability to monitor the target transmitter’s

transmission frequency, estimate the target receiver’s signal

strength and calculate the signal strength necessary to effi-

ciently jam the communication. Performing feature detection
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spectrum sensing may allow the attacker to infer even more

of the parameters of the target transmitter, such as deployed

modulation type or coding mechanism. Subsequently, it may

use these inferences to deploy jamming tactics with higher

probability of success rate, e.g. by taking advantage of the

fact that different modulation techniques are characterized by

different levels of resilience to interference. Finally, the at-

tacker may use learning techniques to observe and learn the

transmitter’s patterns, such as the deployed frequency hop-

ping or power allocation schemes. Analogously, similar ben-

efits may be provided to the defending side.

This work focuses on the electronic defense part of the

CEW. It presents ideas, development and implementation

aspects of the Spectrum Intelligence algorithm for Radio

Frequency (RF) interference mitigation. The concept is

built on the enabling technologies of spectrum sensing,

waveform analysis, Temporal Frequency Maps1, and self-

reconfigurability potentials of the SDR/CR technology.

Along the way, we acknowledge and address some of the

challenges faced when porting the algorithms to the real-life

SDR/CR platform, and propose practical solutions for the

identified problems.

The remainder of the paper is organized as follows: sec-

tion 2 describes the enabling technologies and concepts for

the Spectrum Intelligence algorithm, as well as the con-

cepts and functionalities related to the algorithm itself. The

SDR/CR platform used for porting the developed algorithms,

along with the identified issues and proposed solutions is

described in section 3. Performance of several crucial func-

tionalities of the algorithm is evaluated in section 4, whereas

conclusions and the roadmap are presented in section 5.

2. SPECTRUM INTELLIGENCE

The principal idea behind the Spectrum Intelligence algo-

rithm consists of continuously monitoring relevant RF spec-

trum activities, identifying potential threats to the communi-

cation, and taking proactive measures to ensure communica-

tion robustness and secrecy. For doing so, the algorithm relies

on the reliable spectrum sensing mechanism, correct identi-

fication and extraction of the relevant parameters, and secure

software unsubjected to tampering. The functional process

of the Spectrum Intelligence algorithm may be represented in

the form of the Cognitive Cycle, as shown in Figure 1.

Sensing is performed periodically, either by taking a quiet

or active approach, for the frequency band of interest.

Then, data processing takes place. Parsed data is time

aligned if needed, and transformed into frequency domain

by performing Fast Fourier Transform (FFT). Thresholding

is then performed with the aim of discarding the background

noise, and keeping only the FFT bins corresponding to actual

1We are intentionally creating a distinction between the Temporal Fre-

quency Maps, and the similar but more advanced concept of Radio Environ-

ment Maps [10].

Fig. 1: Cognitive cycle representing the Spectrum Intelli-

gence algorithm

signals. This corresponds to solving the decision problem be-

tween the following two hypotheses [11]:

Y (n) =
{

W (n) H0

X(n)+W (n) H1
(1)

where Y (n), X(n) and W (n) are the received signals, trans-

mitted signals and noise samples, respectively, H0 is the hy-

pothesis corresponding to the absence of the signal, and H1 is

the hypothesis corresponding to the presence of the signal.

Finding the appropriate threshold is the principal chal-

lenge of any energy detection scheme. The most common

approaches are the Constant Detection Rate (CDR) and Con-

stant False Alarm Rate (CFAR) detectors, where threshold is

set adaptively depending on the SNR regime and the charac-

teristics of the sensed wideband signal. However, it should be

noted that even in adaptive thresholding, presence of interfer-

ence may confuse the energy detector [12].

In CEW domain, it is reasonable to assume relatively

low spectrum utilization - namely, more often than not there

will only be a limited number of actual narrowband signals

(either ”friendly” or ”potentially malicious”) in the scanned

wideband signal at any time instance. For this purpose, it

is sufficient to implement a suboptimal thresholding algo-

rithm, where CFAR or CDR performance is not necessar-

ily achieved. Namely, practical experience has shown that

threshold λ̂ may be adaptively set based only on the mean

value of the magnitudes of the scanned wideband signal, as:

λ̂ = 2 · 1

n ∑ |Y (n)| (2)

This step concludes the energy detection.

Let us assume that as a result of the thresholding process,

N frequency bins are identified. For a system where M actual

signals (N > M) are present, N − M frequency bins would
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incorrectly be classified as signals. Then, simple thresholding

would result in the false alarm rate of N−M
N .

For this reason, frequency bins corresponding to the same

signal need to be grouped together. For the ideal case (generic

signals in high-SNR environments), the simplest approach

consists of grouping consecutive samples together and clas-

sifying them as single waveforms. However, in most practical

situations, some frequency bins may have erroneous magni-

tude values as a result of imperfect sampling and would thus

be discarded during the thresholding phase. For this purpose,

maximum acceptable distance (in Hz) between the two sam-

ples belonging to the same waveform is defined, and is a func-

tion of the frequency resolution of the FFT as given by:

dMAX = K ·d f . (3)

Here, K is the estimate of a number of consecutive samples

that could be erroneously disregarded, and d f is the frequency

resolution of the FFT, defined as:

d f =
2 · fmax

NS
, (4)

where fmax is the maximum resolvable frequency (which in

case of Nyquist sampling equals to half of the sampling fre-

quency), and NS is the number of samples acquired during the

sampling process.

Figure 2 illustrates the difference between the original

transmitted signal (2(a)), sensed FFT bins (2(b)), and es-

timated signal after performing thresholding/bin grouping

(2(c)).

Next, the waveform analysis is performed, i.e. for each

of the identified narrowband waveforms, relevant parameters

are extracted. These parameters include waveforms’ respec-

tive center frequencies, bandwidths and maximum values of

their magnitudes. It is assumed that the algorithm has an ac-

cess to a database containing pre-defined parameters of the

”friendly” and/or ”potentially malicious” waveforms in the

system. Then, parameters of the identified waveforms in the

system are compared to the parameters from the database,

eventually resulting in classification of each waveform as ei-

ther ”friendly” or ”potentially malicious”.

The considered method for waveform analysis is compu-

tationally inexpensive, and is suitable for analysis in systems

with low frequency resolution. However, there is a tradeoff

between the lightweight nature of the algorithm and the limi-

tations it imposes, which are as follows:

1. Relatively high probability of misclassification / misde-

tection compared to more advanced waveform analysis

methods in systems with higher frequency resolution,

as a result of a limited number of analyzed parameters.

2. The need for a-priori knowledge of the expected maxi-

mum values of the magnitudes, which in real-life situ-

ations may not always be feasible.
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Fig. 2: Signal: transmitted - maximum hold (a), sensed (b),

after thresholding and bin grouping (c)
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3. Vulnerability against adversaries able to refine their

transmission-related parameters in order to mimick

”friendly” users (the so-called User Emulation Attack-

ers [13]).

Alternative, computationally more expensive waveform

analysis techniques include cross-correlation in time do-

main; more comprehensive Statistical Signal Characteriza-

tion (SSC) methods [14]; modulation classification methods

[15]; and cyclostationary detectors [5]. These are not ana-

lyzed within this work, however they all impose themselves

as viable future research topics.

Besides waveform identification and classification, the

system also recognizes instantaneous spectrum holes. We

define a spectrum hole as the channel where the magnitudes

of all of the corresponding FFT bins are below the energy

threshold.

The algorithm next accesses the Temporal Frequency

Map, where previous occurrences of spectrum activities are

stored. The Temporal Frequency Map is a n× 3 matrix that

keeps track of the number of occurrences of ”friendly” wave-

forms, ”potentially malicious” waveforms and spectrum holes

for each of the n channels-of-interest, as illustrated in Table

1.

Table 1: Temporal Frequency Map

Spectrum activity/CHANNEL 1 2 ... n 
Friendly mF/1 mF/2  mF/n 

Potentially malicious mPM/1 mPM/2  mPM/n 
Spectrum hole mSH/1 mSH/2  mSH/n 

In each cycle, previous values are updated with the newly

acquired and processed information. This corresponds to the

learning phase of the Cognitive cycle. Temporal forgiveness

is implemented within the algorithm, i.e. spectrum activities

corresponding only to the last k spectrum readouts are taken

into account while making future decisions. This reduces the

probability of data becoming obsolote, at the expense of the

lower amount of accessible information.

Finally, based on the processed spectrum information,

current transmission parameters (channel and power) and the

history obtained from the Temporal Frequency Map, the CR

may decide to act in order to improve its chances of reliable

transmission. The actions constitute of proactively changing

the transmission frequency (channel surfing), or the transmis-

sion power whenever a threat has been detected. A system

is considered ”under threat” when a ”potentially malicious”

waveform has been identified on the channel close to the

channel currently used for transmission. The new channel for

the transmission is then chosen according to (5).

ct+1 ∈ (ct = SH | (X(ct) = min). (5)

This means that the new channel ct+1 is selected among

all the channels ct that are currently spectrum holes, such that

the X(ct) is minimum. X(ct) represents the expected channel

reliability, defined as (6).

X(ct) = k2 ·mPM/ct +(k+1) ·mF/ct −mSH/ct , (6)

where mPM/ct , mF/ct and mSH/ct represent the numbers

of occurrences of the ”potentially malicious” waveforms,

”friendly” waveforms and spectrum holes on the channel ct
over the last k steps, respectively. The coefficients k2 and

(k+1) are assigned in order to give highest priority of action

to avoiding channels with history of occurrences of ”poten-

tially malicious” waveforms, followed by the channels with

history of occurrences of ”friendly” waveforms.

The new transmission power is chosen according to (7).

Pt+1 ∈ P | PR > 10log10λ̂ +3dB. (7)

Algorithm 1 provides the pseudocode demonstrating pro-

cesses related to the Spectrum Intelligence algorithm.

Algorithm 1 Spectrum Intelligence pseudocode

1: function SPECTRUM INTELLIGENCE

2: Initialize all channel states to ”free”

3: Sample the wideband signal → NS amplitudevalues
4: Data parsing → NS = 2x amplitudevalues
5: Perform FFT → NS

2 f requencybinswithmagnitudesM
6: Calculate mean value of M → Mmean
7: Based on Mmean, set the energy threshold → λ̂
8: for i = 1 to nS

2 do (For each frequency bin)

9: if M(i)> λ̂ then
10: Bin i belongs to the signal

11: Change channel state of bin i to ”occupied”

12: if any of M(i−K):M(i−1)> MT then
13: Group these bins as a single waveform

14: end if
15: end if
16: end for
17: Extract parameters of identified waveforms →

bandwidth, center f requency, maximumM
18: Compare parameters to the database →

wave f ormiseither ” f riendly”or ”potentiallymalicious”

19: Update Radio Frequency Map

20: If ”potentially malicious” waveforms are near the cur-

rent operating channel, choose new TX frequency/power

21: end function

3. IMPLEMENTATION ON THE CR TEST BED

The proposed algorithm was implemented on the SDR/CR

coaxial test bed architecture. Compared to the over-the-air
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implementation, coaxial test bed exhibits several important

advantages:

• Possibility to set accurate and stable RF levels,

• Repeatability of the experiments without the uncertain-

ties characteristic to wireless transmission,

• Possibility to connect test instruments and generators

to one or more branches,

• Avoiding regulatory issues related to transmitting out-

side of the Industrial, Scientific and Medical (ISM) fre-

quency bands.

Test bed consists of two Software Defined Radio (SDR)

SWAVE HandHeld (HH) terminals [16], each interconnected

with the computationally powerful System-on-Module (SoM)

embodied with a Digital Signal Processor (DSP) and a Field

Programmable Gate Array (FPGA). Inbetween, a dual direc-

tional coupler is placed. Vector signal generator allows for

injecting noise/interference to the system, whereas spectrum

analyzer provides reliable monitoring of the relevant RF ac-

tivities in real-time. Block diagram of the test bed architecture

is provided in Figure 3.

Signal 
Generator

Attenuator Attenuator
Bi-directional 

Coupler
SWAVE 

HH
System-on-

Module

SWAVE 
HH

Spectrum 
Analyzer

Fig. 3: CR test bed block diagram

SWAVE HH is a fully functional SDR terminal operable

in Very High Frequency (VHF) and Ultra High Frequency

(UHF) bands, capable of hosting a multitude of both legacy

and new waveforms. Additionally, it provides support for re-

mote control of its transmit and receive parameters via the

Simple Network Management Protocol (SNMP). All of the

signal processing is delegated to the SoM. Connection be-

tween the HH and SoM is achieved through Ethernet and se-

rial ports. Ethernet is used for the remote control of the HH’s

parameters, using SNMP v3. For the purposes of the Spec-

trum Intelligence algorithm, relevant remotely controllable

parameters are operating channel and transmission power. Se-

rial port is used to transfer raw spectrum data from the HH to

SoM. The interfaces are illustrated in Figure 4, and the ac-

tual implementation in Figure 5. Full details on the test bed

architecture may be found in [17].

Here follows a description of the spectrum sensing pro-

cess based on the HH’s wideband front end architecture (Fig-

ure 6). HH’s 14-bit Analog-to-Digital-Converter (ADC) per-

forms sampling at 250 Msamples/s. Every 3 seconds, a burst

raw spectrum data

get TXPower

set TX Power

get RFChannel

set RF Channel

Spectrum occupancyinformation
(serial port)

SNMP parameters (ethernet port)

get Battery status

Fig. 4: Interfaces HandHeld-SoM

Fig. 5: Implementations of HandHeld and SoM

A/D

RF Antenna

Filter Low-noise Amplifier Mixer

Local oscillator

Analog-to-Digital
Converter

Fig. 6: HandHeld’s wideband RF front end architecture
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of 8192 consecutive samples is buffered, and then outputted

over the serial port at 115200 bauds to the SoM. There, the

samples, corresponding to 120 MHz around the center car-

rier frequency of the radio, are parsed, transformed into the

frequency domain using the Fast Fourier Transform (FFT),

and subsequently analyzed by the implemented energy de-

tector. Alternatively, in order to increase the frequency res-

olution of the FFT bins, several consecutive spectrum bursts

may be FFT-ed, averaged and analyzed together. The spec-

trum sensing and the Spectrum Intelligence as a whole is a

quite process, i.e. throughout the process, HH is able to trans-

mit/receive data. Controlled environment achieved by the

coaxial implementation allows us to assume high coherence

time of the analyzed frequency band, i.e. while perform-

ing the averaging of consecutive spectrum readouts, temporal

variability of the channel may be disregarded. We acknowl-

edge, however, that in case of the over-the-air transmission,

nature of the wireless medium would not allow us to make

such assumption. In order to obtain higher FFT frequency

resolutions, necessary modifications to the equipment would

include increasing the buffer size on the HH, and finding ways

to transfer spectrum data at higher baud rate than is currently

supported. Alternatively, appropriate techniques that estimate

the temporal variability of the channel would need to be de-

ployed.

The FFT-ed data is then further analyzed by the Spectrum

Intelligence algorithm, as explained in Section 2. The output

of the algorithm is the transmission frequency and transmis-

sion power to be deployed in the next cycle. These values are

written to the .xml file at the end of the Spectrum Intelligence

cycle.

As previously mentioned, HH provides support for recon-

figurability of its transceiving parameters by the means of the

SNMP v3. The implementation is done in the following way:

whenever a new value is written into the .xml file representing

the new transmission frequency/power, the algorithm running

on the SoM intreprets it as the SNMP command that needs

to be invoked. Each SNMP command (SET_RFchannel
or SET_TXpower) is characterized by the corresponding

unique Object IDentifier (OID) and the new value of the pa-

rameter. OIDs and the respective values that each object can

take are stored in the Management Information Base (MIB)

on the HH. Once that the HH receives the SET request, it

accesses the MIB, checks whether the requested value of the

object is defined in MIB and, if so, changes the corresponding

parameter. This finishes one cycle of the Spectrum Intelli-

gence algorithm. Change of the transmission parameters

occurs in every cycle in which the ”under threat” alarm has

been triggered.

4. EXPERIMENTAL VALIDATION

Performance of the overall algorithm depends mainly on the

accuracy of the energy detection and waveform classification

phases. In order to evaluate the performance of these func-

tionalities, a set of experiments is performed using the test

bed architecture.

SelfNET Soldier Broadband Waveform (SBW) [16], rep-

resenting the ”potentially malicious” waveform, is continu-

ously transmitted on the fixed carrier frequency. SBW is a

digital waveform with 1.25 MHz bandwidth, operable in VHF

(30 MHz-88 MHz) and UHF (256 MHz-512 MHz) frequency

bands. When operating in VHF, direct conversion principle

is utilized, and the frequency band scanned is always 0-120

MHz. When operating in UHF, superheterodyne principle is

used, and the frequency band scanned depends on the center

carrier frequency fc of the radio - namely, analyzed band is

[ fc−35, fc+85] MHz. Vector signal generator is used to cre-

ate and inject the ”friendly” waveforms into the channel, em-

ulating friendly communication. In addition, for the ease of

analysis, all other sensed recognized signals that are not clas-

sified as ”potentially malicious” are classified as ”friendly”.

Hence, the database contains only the parameters of the ”po-

tentially malicious waveform” - i.e. its bandwidth and ex-

pected maximum magnitude.

For the experiments, we utilize the VHF transmission

band where the radios are operable, meaning that the spec-

trum sensing is performed for the frequency band of 0-120

MHz. SBW signal representing the ”potentially malicious”

waveform is transmitted at the center carrier frequency of

61 MHz (first 100 spectrum bursts) and 71 MHz (second

100 spectrum bursts), always with the constant transmission

power. These results are then aggregated and analyzed. Be-

sides the SBW signal, a number of other signals from the

environment are successfully sampled, e.g. FM radio trans-

mission in the frequency band of 88-108 MHz. Figure 7(a)

shows an example of the scanned wideband signal for 1 sens-

ing burst (29.3 kHz frequency resolution). Figures 7(b) and

7(c) show the difference in frequency resolution between 1

burst and 5 consecutive averaged bursts (5.86 kHz frequency

resolution).

Ideally, waveform analysis should classify only the SBW

waveform as the ”potentially malicious” waveform in every

analysis cycle (true positives). However, the analysis proce-

dure will occasionally erroneously classify other waveforms

as ”potentially malicious” (false positives).

These classification results are directly dependent on the

following factors:

• Energy detection threshold, λ̂ - inappropriately low

threshold may result in grouping together many ad-

jacent bins (some of which actually corresponding to

noise) as single waveforms, consequently increasing

the estimated bandwidths of these waveforms.

• Estimated number of consecutive samples that could be

erroneously disregarded, K - overly low K may result in

single waveforms being erroneously recognized as dif-

ferent waveforms on adjacent frequencies; overly high
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Fig. 7: Signal: wideband sensed - 1 analyzed burst (a),

zoomed in - 1 analyzed burst (b), zoomed in - 5 analyzed

bursts (c)

K may result in waveforms on adjacent frequencies be-

ing erroneously grouped as single waveforms.

• Similarity in the parameters between the analyzed

waveform and other scanned waveforms present in the

communication system.

• Level of tolerance on the analyzed parameters (e.g.

20% tolerance on bandwidth means that for SBW,

whose bandwidth is 1.35 MHz, all scanned waveforms

whose bandwidth falls between [1.08,1.62] MHz will

be classified as the SBW waveform) - higher toler-

ance will increase the probability of both true and false

positives.

• Frequency resolution, directly stemming from the num-

ber of averaged consecutive bursts.

The first two points are defined according to (2) and (3)

respectively, with K = 3. In the analyzed system, all scanned

signals have significantly narrower bandwidths than the ana-

lyzed (SBW) signal, as can be seen from Figure 7(b). Hence,

we focus our analysis on the influence of the last two points.

First, waveform analysis is performed using only the esti-

mated bandwidths of the scanned waveforms. Level of toler-

ance varies between 10% and 30%, and number of consecu-

tive analyzed bursts varies from 1 to 10. Results are summa-

rized in the form of the confusion matrix in Table 2.

Here, ”true positives” refer to the correctly classified

instances of the ”potentially malicious” (SBW) waveform.

”False positives” are all other (”friendly”) waveforms er-

roneously classified as ”potentially malicious”. Whereas it

could have been foreseen that the rate of true positives in-

creases significantly with frequency resolution (number of

averaged bursts), the rate of increase of false positives may

Table 2: Confusion matrix when only the estimated band-

widths are used

 Parameter tolerance (%) 
No. of 
bursts 

 10 20 30 

 
1 

True positives (200 runs) 55 92 130 
False negatives (200 runs) 145 108 70 
False positives (200 runs) 0 4 9 

 
3 

True positives (66 runs) 48 59 61 
False negatives (66 runs) 18 7 5 
False positives (66 runs) 14 20 27 

 
5 

True positives (40 runs) 36 40 40 
False negatives (40 runs) 1 0 0 
False positives (40 runs) 20 26 34 

 
10 

True positives (20 runs) 18 20 20 
False negatives (20 runs) 2 0 0 
False positives (20 runs) 16 23 52 
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Fig. 8: Occurrences of false positives - 10 consecutive ana-

lyzed bursts, parameter tolerance 30%

come as a surprise. Figure 8 proffers a good explanation for

this occurrence:

Here, instances of both the correct detection (waveform at

71 MHz) and of five false detections (waveforms at approxi-

mately 94, 96, 99, 103 and 105 MHz) are present. False de-

tections are caused by several factors: imperfect sampling and

low sampling time throughout analyzed sampling windows

cause that the FFT bins appear at slightly different frequencies

(especially for the narrowband FM radio signals). Some of

these values then superimpose, making their respective mag-

nitudes satisfy the threshold λ̂ . Adjacent (K = 3) frequency

bins that are over the threshold are grouped together and ana-

lyzed as single waveforms. Occasionally, these ”waveforms”

will have estimated bandwidth that falls within the tolerance

of the analyzed (SBW) waveform, in turn triggering the false

detection.

This may partially be solved by imposing higher con-

straint on λ̂ or lower constraints on K. Alternatively, an-

alyzing other waveform parameters (when available) may

provide even better analysis results. In the second step, wave-

form analysis is performed using both the information of

the estimated bandwidth and the maximum magnitude for

the scanned waveforms. Table 3 shows the improvements

with respect to the reduced number of false positives, at the

expense of the reduced number of identified true positives.

We acknowledge that, whereas information on the ad-

versaries’ transmission powers may often not be known a-

priori in real-life scenarios, they might be known for some

”friendly” signal. Then, with the appropriate channel es-

timation techniques and the information on the ”friendly”

waveforms’ geographical positions, expected scanned power

or magnitude may be predicted (with a certain tolerance).

Table 3: Confusion matrix when both the estimated band-

widths and the estimated magnitudes are used

   
 Parameter tolerance (%) 

No. of 
bursts 

 10 20 30 

 
1 

True positives (200 runs) 32 85 123 
False negatives (200 runs) 168 115 77 
False positives (200 runs) 0 0 0 

 
3 

True positives (66 runs) 35 44 54 
False negatives (66 runs) 31 22 12 
False positives (66 runs) 0 0 0 

 
5 

True positives (40 runs) 34 36 37 
False negatives (40 runs) 6 4 3 
False positives (40 runs) 0 0 0 

 
10 

True positives (20 runs) 17 20 20 
False negatives (20 runs) 3 0 0 
False positives (20 runs) 0 0 0 

Finally, we measure the execution time of the Spec-

trum Intelligence algorithm for varying numbers of analyzed

bursts. The results are shown in Figure 9.
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Fig. 9: Average execution times of the Spectrum Intelligence

algorithm

Full blue line shows the computational time of the

Process-Analyze-Learn-Decide phase of the Spectrum In-

telligence, corresponding to all the processes that are running

on the SoM. Computational times of the whole cognitive cy-

cle, including the sensing time and the time needed to deploy

the appropriate SNMP command on the radio are represented

by the dashed red line. Sensing time takes approximately 3

seconds per burst, whereas invoking and executing the SNMP

command takes approximately 1.3 seconds. In case of chan-

nel surfing, additional frequency settling time of the HH is
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negligible, and corresponds to 40 microseconds.

The performance of the Spectrum Intelligence algorithm

as a whole depends primarily on the jamming tactics deployed

by the adversaries, as well as on the system parameters such

as number of available channels for frequency hopping, and

successful classification of these channels as spectrum holes

depending on the occurrences of ”friendly”/other waveforms

in the system. Against naive narrowband jamming entities

that change their transmission frequency slowly, Spectrum In-

telligence proffers next to a foolproof strategy for jamming

evasion. However, against more advanced opponents that are

able to adapt their tactics as fast as the Spectrum Intelligence

algorithm, the performance is yet to be evaluated.

5. CONCLUSIONS AND FUTURE WORK

In the paper, we have presented the ideas, development and

implementation aspects of the Spectrum Intelligence algo-

rithm for Interference Mitigation. The algorithm is based on

the learning capabilities and the on-the-fly reconfiguration

of the transmission-related parameters characteristic to Cog-

nitive Radio technology. Implementation of the algorithm

was done on the SWAVE HandHeld - a military Software

Defined Radio - interconnected with the computationally

powerful System-on-Module. Performance of several crucial

functionalities of the algorithm was evaluated and presented.

Main identified challenges included: finding optimal algo-

rithm for adaptive energy detection thresholding; optimal set

of features for waveform comparison and classification, and

reasonable execution time.

Future work will involve further work on the optimal

adaptive thresholding, as well as the more advanced wave-

form classification techniques. Testing of all of the imple-

mented functionalities will be done against emulated Cogni-

tive Radio jammers able to deploy advanced jamming tactics.
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Abstract—This paper addresses the experimental study of
the wide band signal estimation and reconstruction using the
established compressive sampling (CS) methods. For this purpose,
a hardware test bed was setup inter-connecting a wide band
SDR based hand held military radio (SWAVE HH or HH),
vector signal generator, bi-directional coupler, attenuators, PC
and other auxiliaries. Real-world communication signals were
created by the signal generator and SWAVE HH was used to
scan these signals. The discrete samples from the HH were
collected on PC for reconstruction and application of CS. It was
shown that good reconstruction of the acquired wide band signal
is possible with sub-Nyquist rate sampling by means of signal
reconstruction under CS framework. In the end, mean squared
error (MSE) performance is shown to indicate better estimation
and reconstruction of the signal with higher compression rate
and higher sparsity.

I. INTRODUCTION

Software Defined Radio (SDR) is a communication device

in which some or all of the physical layer functions are defined

in software. Traditionally, Cognitive Radio (CR) is assembled

upon SDR [1], [2]. CR is a technology that allows unlicensed

users to access the licensed frequency bands opportunistically.

Hence, spectrum awareness is of prime importance for CR

terminals. Spectrum awareness, in addition to open database

(as in IEEE 802.22), typically comes from spectrum sensing

which can be achieved by means of different methods, for

example, matched filter detection, cyclo-stationary detection

or energy detection [3]. Matched filter is a coherent detector

and requires a priori information of the licensed users’ signals

thus increasing the CR complexity. Cyclo-stationary detector

make use of some of the inherent properties of the licensed

users’ signals and uses computationally complex algorithms to

identify the spectrum holes. Energy detector is a non-coherent

or blind detector which only measures the energy of the re-

ceived signal, and takes decision on spectrum availability after

comparing the measured energy with a predefined threshold.

Each of these methods has its own pros and cons, however,

energy detection appears as a preferred choice for CRs with

limited computational power, due to their low implementation

complexity.

Lately, there has been much interest shown by researchers

on the analysis of energy detectors both in narrowband [4], [5]

and wideband regimes [6], [7]. Nevertheless, the task of spec-

trum sensing becomes increasingly difficult for wideband sig-

nals. It is because the receiver requires to sample the wideband

signals at or above Nyquist rates. This, in turn, requires very

high-rate analog-to-digital converters (ADC) which increases

the cost of the CR terminals. To overcome this shortcoming,

compressive sampling (CS) [8] has stormed into the signal

processing research for the purpose of spectrum estimation

and reconstruction. Literature on CS shows that a sparse signal

can be recovered from random or random like samples taken at

sub-Nyquist rates. Due to low spectrum occupancy by licensed

users, the signals in CR networks are typically sparse in the

frequency domain. Recovery using CS requires intense, non-

linear optimization to find the sparsest solution. One solution

to this is by means of Convex Programming as in Basis

Pursuit (BP) method [9]. BP is a technique for decomposing

a signal into an optimal superposition of dictionary elements

and the optimization criterion is the l1 -norm of coefficients.

The other solution is the usage of Greedy Algorithms, such

as Matching Pursuit (MP) and Orthogonal MP (OMP) [10],

[11]. For instance, MP iteratively incorporates into the recon-

structed signal the component from the measurement set that

explains the largest portion of the residual from the previous

iteration. OMP additionally orthogonalizes the residual against

all measurement vectors selected in previous iterations.

This work addresses the applicability of CS approach to

spectrum estimation and reconstruction to real world commu-

nication data acquired from a wide band SDR based hand

held military radio (SWAVE HH or HH) [12]. For these

purposes, a test bed was assembled for a frequency range

of interest, consisting of a HH interconnected with the PC;

vector signal generator; and the corresponding auxiliaries. For

the demonstration purpose, we choose to implement a con-

ventional CS approach, i.e., BP. To find the sparsest solution,

BP requires to solve the complex optimization problem for

an underdetermined system of equations. The Primal-Dual

(PD) interior-point method solves this convex optimization

by using the classical Newton Method. Performance of the

scheme was evaluated for different values of compression

rates. It was shown that through application of CS, sub-Nyquist

rate sampling can achieve good signal reconstruction. This

is particularly useful because it can reduce the cost incurred

by high rate ADCs. In the end, performance is also shown
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in terms of Mean squared error (MSE) of the reconstructed

waveform under different compression ratios.

The rest of the paper is organized as follows. Section II

describes the system model and CS preliminaries. Section III

outlines the test bed architecture while experimental results

are presented in Section IV. Finally, the paper is concluded in

Section V along with some future directions.

II. SYSTEM MODEL AND CS PRELIMINARIES

Herein, we explain our system model along with the pre-

liminaries of compressive sampling along the lines of [6].

The received time-domain wideband signal at the HH can be

expressed as,

r(t) = h(t) ∗ s(t) + w(t) (1)

where h(t) is the channel coefficient between transmitter

and HH, s(t) denotes the transmitted signal, ∗ denotes the

convolution operation and w(t) is the additive white gaussian

noise (AWGN) with zero mean and power spectral density σ2

w.

In order to observe the frequency response of the received

signal, an N -point discrete fourier transform (DFT) is taken on

r(t). Collecting the frequency-domain samples into an N × 1
vector rf , we have

rf = Dhsf + wf (2)

where Dh = diag(hf ) is an N ×N diagonal channel matrix,

and hf , sf and wf are the discrete frequency-domain samples

of h(t), s(t) and w(t), respectively. In general form, this signal

model can be written as,

rf = Hfsf + wf (3)

Given the above expression, the spectrum sensing task boils

down to estimating sf in (3) provided we have Hf and r(t).
However, since we have a wideband signal at our disposal, it

will be beneficial to apply CS framework to relieve high sam-

pling rate (Nyquist rate) ADC requirements. Recent advances

in CS have demonstrated reliable signal reconstruction at sub-

Nyquist rate sampling via computationally feasible algorithms,

such as BP, MP or OMP.

At first, the compressed time-domain samples are collected

at the receiver. For this, a compressive sampling matrix Sc

is adopted to collect a K × 1 sample vector xt from r(t) as

follows:

xt = Scrt (4)

where rt is the N × 1 vector of discrete-time representations

of r(t) at the Nyquist rate with K ≤ N , and Sc is the

K×N projection matrix. There are various designs introduced

in literature for compressive sampler such as non-uniform

sampler [13] and random sampler [14], [15].

With the K compressed measurements, the frequency re-

sponse sf can now be estimated in (3). Noting that rt =
F

−1

M rf , we can write

xt = S
T
c F

−1

M Hfsf + w̃f (5)

where w̃f = S
T
c F

−1

M wf is the noise sample vector which is

white gaussian. In CR networks, the spectrum occupancy by

Fig. 1. Simplified block diagram of the assembled test-bed.

the licensed users is typically low. Thus the signal vector sf

is sparse in frequency domain with few non-zero entries. The

sparsity is measured by p-norm ||sf ||p, p ∈ [0, 2), where p = 0
indicates exact sparsity.

Thus, equation (5) is a linear regression problem with signal

sf being sparse. This signal sf can be reconstructed by solving

the following linear convex optimization problem:

min
sf

||sf ||1, s.t. xt = S
T
c F

−1

M Hfsf (6)

There are different methods to solve this optimization problem,

for example, by means of Convex Programming as in BP

method or by usage of Greedy Algorithms such as MP or

OMP.

III. SDR TEST-BED SETUP

In this section, we will briefly outline the SDR test-bed

setup which we used to obtain our required real world exper-

imental data. More details about the test bed assembly can be

found in [16].

A test bed was assembled for a frequency range of interest,

consisting of a HH interconnected with the PC, vector signal

generator and the corresponding auxiliaries. A simplified block

diagram is shown in Fig. 1. Agilent E4438C signal generator

is used to generate various real-world, as well as custom,

wideband and narrowband signals. The signal generator is

connected to Agilent 778D 100MHz - 2GHz dual directional

coupler with 20 dB nominal coupling, by means of a coaxial

RF cable. Use of coaxial cable allows us to repeat the

experiment under same conditions, eliminating uncertainties

of wireless transmission. On each end of the coupler, two

programmable attenuators of 30 dB attenuation value were

connected. HH was then connected to the attenuator by means

of RF cable and was also connected to the PC through

serial port. HH is a fully operational SDR transceiver capable

of processing various wideband and narrowband waveforms.

Currently, two functional waveforms are installed on the radio:

SelfNET Soldier Broadband Waveform (SBW) and VHF/UHF

Line Of Sight (VULOS), as well as the waveform provid-

ing support for the Internet Protocol (IP) communication in

accordance with MIL-STD-188-220C specification [17]. HH

has 12-bit analog-to-digital converter (ADC) which performs

the sampling of incoming signals at very high rates of 250

Msamples/sec, and it is capable of scanning 120 MHz of

wideband. The digitized signal is then issued to the FPGA,

where it undergoes down conversion, matched filtering and

demodulation. Being a military technology, several technical

characteristics of SWAVE HH , i.e., processor specifications

and more in-depth operational details are inclosable.
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Fig. 2. (a) Received 3 MHz wide band gaussian waveform; (b) reconstruction
at 50% compression ratio; (c) reconstruction at 75% compression ratio.

Several interfaces are available on the HH, namely, 10/100

Ethernet, USB 2.0, RS-485 serial, DC power interface and

PTT. Ethernet connection on the SWAVE HH is used for the

remote control of the HH, using Simple Network Manage-

ment Protocol (SNMP) while serial connection is used for

transferring the spectrum snapshots from HH to PC. Since the

data transfer rate of the serial port is low, i.e., 115200 bits/s,

therefore, real time transfer of samples is not possible from the

ADC of HH. Because of this, 8192 samples are transmitted

from the ADC over the RS-485 serial port every 1.3 seconds.

It is a functionality hard-coded in the HH’s FPGA. Specifically

speaking, the output of ADC contains discrete samples of the

wideband signal. These samples are stored in an internal buffer

of the FPGA and output through HH’s serial port to the PC,

where they can be processed. Because 8192 samples make the

waveform analysis a difficult task due to the low frequency

resolution, multiple snapshots of the spectrum are taken and

analyzed at once. Once that the satisfying number of samples

is collected and transferred to the PC, CS may be performed.

IV. EXPERIMENTAL RESULTS

For our experiments, we generated two different kinds of

waveforms from the Agilent E4438C vector signal generator,
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Fig. 3. (a) Received 250 KHz narrow band GSM waveform; (b) recon-
struction at 50% compression ratio; (c) reconstruction at 75% compression
ratio.

namely;

1) 3 MHz wide band gaussian waveform, and

2) 250 KHz narrow band GSM waveform.

These two waveforms were centered at 75 MHz and 38

MHz carrier frequencies before transmission. At the receiver

side, SWAVE HH scanned the entire 120 MHz of bandwidth

to locate these waveforms. The HH outputs 8192 digitized

samples every 3 seconds from its serial port. Because 8192

samples are not sufficient to observe a meaningful waveform,

we capture multiple bursts, i.e., 8192×10 samples to construct

meaningful waveforms. These samples are then gathered on a

PC through the serial port for the application of CS.

Reconstruction: In Fig. 2, we show the received wide

band 3 MHz gaussian signal in frequency-domain and its

reconstructed versions with 50% and 75% of compression

ratios. It can be seen that reconstruction at K/N = 0.75
appears better than the reconstruction at K/N = 0.5. The

same trend is observable in Fig. 3 where we plot the 250

KHz GSM waveform with its reconstructed versions with

compressed samples. However, the reconstruction of GSM

signal appears better even with low K/N ratio of 0.5. It is

because the GSM signal has more sparsity (or zero elements)
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Fig. 4. MSE performance of 250 KHz GSM waveform compared with 3
MHz gaussian waveform at different compression rates.

compared to the 3 MHZ wide band signal, permitting for better

reconstruction even with low compression ratios.

MSE Performance: We compare the normalized MSE of the

reconstructed 3 MHZ signal with that of 250 KHz signal, at

varying compression rates in Fig. 4. The normalized MSE is

defined as

MSE = E

{

||̂s− s||2
2

||s||2
2

}

(7)

where s is the signal vector sampled at Nyquist rate (or in

our case at 8.192 × 104 samples) while ŝ is the estimated

signal vector with compressed samples. We can see that

MSE decreases with increasing K/N ratio. Furthermore, MSE

performance of 250 KHz signal is better than the 3 MHz signal

due to higher sparsity.

V. CONCLUSION AND FUTURE WORK

In this work, we conducted an experimental study of the

compressive sampling based wide band signal estimation and

reconstruction. To gather real-world communication data, a

hardware test bed was setup consisting of an SDR based radio,

signal generator, PC and corresponding auxiliaries. Different

real-world signals were captured by the HH and studied

under CS framework. It was shown that reconstruction was

successfully achieved with fewer than the Nyquist rate samples

on real-world communication data. MSE performance was also

shown to improve with higher sparsity in the data and higher

compression ratios.

In future, we plan to connect two more SWAVE HH at

the input port and scan various pre-installed waveforms from

these HHs by means of a third HH. We also plan to study and

implement various collaborative spectrum sensing algorithms

based on the CS framework, which allows for more reliable

spectrum holes detection in wide band regime and improves

the overall spectrum utilization.
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