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Abstract - In this paper we analyze the potential as well as the limitations of Many-Core Computing Fabrics (MCCFs) when implementing Software Defined Radio (SDR) applications. These MCCFs consist of multi-core computing clusters that include heterogeneous processor cores and can be equipped with application specific accelerators. We focus on the computationally intensive baseband processing of modern wireless communication standards. Investigations are carried out for an implementation of a MIMO OFDM transceiver for which the IEEE 802.11n standard serves as reference regarding frame structure and timing requirements. To cope with the computational complexity and tight real-time constraints while maintaining easy porting of the investigated transceiver, it has been developed according to the Nucleus concept [1]. Following this, a thorough analysis of the application is conducted to determine the critical algorithmic kernels (Nuclei) contained within the transceiver. Efficient implementations (Flavors) of these Nuclei for the MCCF have been developed. Resultant algorithmic performance (e.g. frame-error-rate) as well as the system performance (e.g. latency and throughput) are discussed.

I. INTRODUCTION

The increasing demand for high data rate access is commonly answered by exploiting MIMO OFDM techniques in modern wireless communication standards [2][3]. The use of multiple input and output (MIMO) antennas increases the achievable data rate, while orthogonal frequency division multiplexing (OFDM) is utilized to transmit data in parallel frequency bins. As a consequence, the transceiver complexity increases significantly compared to simple single-input single-output transceivers.

Previous investigations of the computational intensive baseband processing [4][5] have identified several key features for efficient SDR platforms. The overall computational demands are in the area of several hundred GOPS, while the power budget is limited to a few hundred mW when targeting consumer markets [6]. To cope with these requirements multiple processing elements are mandatory. In addition, each processing element has to be optimized for its intended task to increase energy efficiency. Accordingly, potential SDR architectures have to be Multiprocessor System-on-Chip (MPSoC) architectures including specialized processing elements with e.g. SIMD (single-instruction multiple-data) operations.

Processor cores supporting SIMD operations are the fundamental building blocks of SDR platforms in academia (IMEC Cobra [7] and the SODA [8]) as well as in commercial products like the TMS320TCI6618 [9] SoC by Texas Instruments or Freescale MSC8156 DSP [10]. Besides this key component, most platforms include dedicated HW accelerators for improved performance, e.g. executing the channel decoding. In TI platforms, a specific coprocessor performs this task, while IMEC’s Cobra platform contains a FlexFEC processor template for LDPC and turbo-decoding.

In contrast, to the above mentioned architectures that are optimized for baseband processing, tiled many-core architectures are available in the general purpose computing domain. Examples are Intel’s Tera-scale Computing Research Program [11] and the Shapes [12] architecture. Their regular structure ease software and hardware development. Looking solely on the provided GOPS, these architectures might be able to execute baseband processing applications as well. However, this number is typically misleading since real-time requirements cannot be achieved due to overheads when accessing the memories and synchronizing the different processor cores. Furthermore, energy consumption is far too high for mobile handsets. This makes these architectures typically not suitable for SDR applications.

Recently, a new family of platforms called Many-Core Computing Fabrics (MCCFs) [13] have been announced. These are an interesting option to cope with the flexibility and performance requirements of future SDRs. They combine the regular structure of tiled architectures as well as the heterogeneous characteristic of current SDR platforms.

MCCFs consist of several multi-core computing clusters that are connected via a regular Network-on-Chip infrastructure. To obtain high performance and low energy consumption while keeping the architecture modular and cost effective, application specific optimizations can be applied on the cluster and processor core level. Processor cores can be customized
with extensions, e.g. vector or bit operations. Therefore, each cluster can include multiple heterogeneous processor cores. In addition, hardwired accelerators can be added to enhance the processing capabilities for a targeted application class.

Figure 1 depicts the P2012 platform of ST Microelectronics [13] that is currently under development. The platform consists of a scalable number of multi-core computing clusters each comprising an ENcore cluster. A single ENcore cluster can be customized to contain up to 16 STxP70-V4 processor cores whereas each core can be extended with application specific instructions, e.g. supporting efficient vector computations or bit manipulations. Additional HW accelerators can be connected via a local interconnect network to support particular functions. For external data communication each cluster contains a DMA subsystem and a streaming interface. Additionally, a HW synchronizer is attached to support fast synchronization of the processor cores.

In the following of this paper, we will discuss the implementation of the inner modem of an MIMO OFDM transceiver according to the Nucleus methodology onto platform P2012. First, state-of-the-art transceiver algorithms have been inspected and several Nuclei have been identified. In the next step, efficient implementations (Flavors) of these Nuclei have been implemented on the target platform. They account for more than 90% of the execution time of the complete application. For later tool usage these Flavors have been precisely characterized with respect to execution time and algorithmic performance. An application-to-architecture mapping has been computed, that achieves real-time performance when the system operates at a coded data rate of 192 Mbit/sec. This mapping has been carried out manually and the implementation has been verified using the Transaction Level Model (TLM) of the platform.

Before going into the detail of the implementation challenges, the inspected MIMO OFDM transceiver and the targeted hardware platform are briefly highlighted.

II. MIMO OFDM Transceiver and HW Platform

Mostly all modern communication standards, e.g. LTE, WLAN 802.11n and WIMAX, incorporate MIMO OFDM transmission techniques for high data rate access. In this paper only a brief overview will be given, whereas a broad overview of the theory behind OFDM systems can be found in [14].

Figure 2 illustrates the investigated physical layer application for a single communication link with baseband MIMO-OFDM configuration. An open-loop MIMO OFDM system with configurable transmit ($N_t$) and receive ($N_r$) antennas ($N_t = N_r \in \{2, 4\}$) is considered. In the following, the main components of the transceiver are described.

The incoming input bits from the Medium Access Control (MAC) layer are encoded and interleaved to cope with channel impairments and to protect the transmission against burst errors. Afterwards, these coded bits are mapped onto complex symbols and distributed among the different spatial streams. This separates the input stream into multiple parallel data streams that are sent through the different transmit antennas. Each of the parallel transmit paths consists of a complete OFDM transmitter. First the symbols are mapped to their subcarriers and the pilots as well as the frame preamble are added. The OFDM modulator derives a time signal by applying the inverse discrete Fourier transform (iDFT/iFFT) and the cyclic prefix is appended to guard the OFDM symbol from inter-symbol interference. Finally, the transmitter windows the signal and hands it to the analogue domain by D/A conversion. The structure and timing requirements of the complete physical layer frame are depicted in Fig. 3.

The receiver (lower part of Fig. 2) largely performs the functionality of the transmitter in reverse. The received signal, that has undergone channel effects, is represented in digital state after A/D conversion. After the elimination of inter-symbol interference and synchronization using the preamble sequence, the channel estimator uses this preamble sequence to extract the multi-path fading effects of the channel characteristic. After de-multiplexing the data subcarriers, MIMO detection and symbol demapping are performed over all receive paths to recover the combined binary stream. After de-interleaving and channel decoding the final output bit stream is delivered to the MAC-layer.

Within the $4\mu s$ of an OFDM slot, $N_t$-data streams need to be processed in parallel (Fig. 3). This requires processing the complete frame within $(N_t + N_D) \cdot 4\mu s$, with $N_D$ the number of OFDM data symbols per data stream and $N_r$ the number of OFDM preamble symbols per data stream. This leaves only a few thousand cycles for executing a given functionality within the transceiver chain. Obviously, this...
makes it extremely challenging to implement even a single wireless communication standard onto such SDR platform.

In the following of this paper, the potential but also limitations of many-core computing fabrics, in particular the P2012 platform of ST Microelectronics [13], shall be investigated when targeting SDR applications. The platform, illustrated in Figure 1, contains a scalable number of computing clusters connected via a regular interconnect architecture. Each computing cluster comprises a controller subsystem, a DMA subsystem and a scalable number of hardware accelerators as well as up to 16 STxP70-V4 processor cores (ENCore cluster). Each STxP70-V4 processor core is a 7-stage, dual-instruction issue RISC processor that can be extended with application specific instructions, e.g. supporting efficient bit manipulations or vector computations. Especially, the latter vector unit is of vital importance for implementing the given SDR application. The HW accelerators can be connected via a local interconnect network to support critical functions of the application. However, the configuration used within this paper contains no HW accelerator.

All processor cores within one cluster are connected to a shared data memory via two scalable memory ports. Thanks to efficient memory banks, each processor core can access one data word and fetch one instruction in every cycle. In order to access memory outside the cluster, a DMA or a streaming interface exist. Finally, each cluster contains a HW synchronizer that supports together with the memory architecture low-latency synchronization and high-throughput data exchange between the various processor cores.

Within this paper, the P2012 platform serves as a reference architecture for the mapping of an SDR application onto a MCCF. It should be directly mentioned that due to the high latency for data communication between the different clusters, the target is to implement the transceiver on a single cluster to achieve real-time constraints. Additionally, the P2012 platform does not include a radio frontend in general, therefore it is assumed that a radio frontend is connected via a HW accelerator to the cluster.

Together with the hardware platform, a set of high level programming models and tools is available [13]. The native programming layer provides a low-level C-based API to make use of platform specific features, e.g. the hardware synchronizer. Standard-based programming models support OpenCL and OpenMP. Other more advanced programming models support multi-threading and data-flow models. Unfortunately, the tight latency and throughput constraints of the application prevent us from using these convenient programming models. Therefore, only low-level features from the native programming layer will be utilized throughout the implementation.

Before going into details of our case study, the related work will be sketched.

III. RELATED WORK

Today, SDR platforms can be found in many wireless communication devices ranging from wireless handsets to infrastructure systems like basestations. The various benefits of SDR platforms have led to a fast adoption of the technology. For example, low volume markets, like satellite communication or systems for military communication, can benefit from the reduced development costs due to a common hardware platform that supports different wireless communication standards. For basestations the demand for multi-standard support and reduced maintenance costs have led to the employment of common SDR platforms. Examples are the System-on-Chip platforms of Freescale (MSC8136 DSP [10]) and Texas Instruments (TMS320TCI6618 [9]) that are intended for the use in femtocells. Both support a wide range of wireless communication standards like WCDMA/HSPA/HSPA+, TD-SCDMA, GSM, LTE and WiMAX.

The platforms, in general, incorporate the concept of heterogeneous Multiprocessor System-on-Chips (MPSoC). In this context, heterogeneous means that the processor elements, in particular the processor cores, are different. The TMS320TCI6618 platform, as example, contains four TMS320C66x DSPs and a bunch of coprocessors for various tasks of baseband processing such as channel decoding (Viterbi- and Turbo-decoding) as well as for Fast Fourier Transformation.

For efficient usage in the domain of baseband processing, the individual processor cores are equipped with SIMD (single-instruction multiple-data) operations that are commonly available in vector processors such as the Tensilica ConnX [15] and EVP [16], but also within VLIW architectures like TI’s C64x+ and C66x DSP [9]. Other processor cores like Tensilica’s Xtensa [15] and the STxP70 [17] can be easily extended with additional vector units.

Compared to architectures used in the infrastructure, hardware platforms targeting mobile handsets focus on low energy consumption due to the limited capacity of the battery. Examples of such are the commercially available MUSIC platform [5] as well as IMEC’s Cobra platform [7] and the SODA [8] architecture. However, the fundamental architecture still remains a heterogeneous MPSoC with efficiently supported SIMD operations. When implementing baseband applications, these achieve superior performance compared to general purpose computing architectures, like Intel’s Terascale Computing Research Program [11].

Yet they have a common drawback. Software development on a homogeneous MPSoC architecture is difficult, but is even more complex on a heterogeneous one. For example, when porting the application from one platform to the other, functions might be mapped to different processor cores. In a homogeneous environment this requires basically no effort, whereas in a heterogeneous architecture the software needs to be ported. Assuming a RISC type of processor, the effort might be limited. But for vector or VLIW processor cores the effort might be huge, since software developers typically
make extensive use of compiler-known-functions or inline assembly. For reduced time-to-market, it is of practical interest to minimize this effort by hardware and/or software design solutions.

The P2012 platform [13] provides an effective trade-off between the highly optimized application-specific SDR platforms and a general tiled many-core architecture. Each cluster provides enough computational performance to cope with the complex baseband processing of modern communication standards and can be equipped with special hardware accelerators if necessary.

Despite the extensive programming models [13] that are available for platform P2012, efficient usage of the vector processing unit requires low-level software development. Targeting the physical layer application, data exchange and synchronization has to make use of low-level mutexes and semaphores (less than 100 cycles). Therefore, programming models operating on a high-level with convenient data structures [18][19] cannot be used due to the tight real-time requirements. Accordingly, software implementations tend to be hardware specific which typically impedes porting the application to other SDR platforms.

To cope with this issue, the Nucleus methodology [1] and tooling [20] supports an effective design approach that guarantees simple porting while maintaining efficiency. While the Nucleus methodology aims at the baseband processing, other available tools focus mostly on the deployment and configuration aspect of SDR platforms [21][22][23]. Other design tools are developed and hence limited to a specific SDR development platform like Lyrtech [24] or Coherent Logix [25]. Following the Nucleus concept, the transceiver is analyzed next.

IV. NUCLEI IDENTIFICATION

First, the overall system model\(^1\) shall be introduced. The transmission over the channel is modeled by multiplying the transmitted symbol vector \(x\) of dimension \(N_t\) with the channel matrix \(H\) of dimension \(N_r \times N_t\) and a complex circularly symmetric Gaussian noise \(n\) of dimension \(N_r\) is added. The obtained result is the received symbol vector \(y\).

\[
y = Hx + n
\]

A. Channel Estimation

One of the major tasks within a receiver is to revert the impact of the channel. In order to do so, the channel characteristics need to be estimated, which is carried out by making use of the known preamble. This so-called channel estimation is performed per subcarrier. Within the investigated transceiver, the preamble structure of the WLAN 802.11n standard was chosen. Since a minimum of \(N_t\) preamble symbol vectors \(p_t\) of dimension \(N_t \times 1\) are required, the preamble is described as a matrix \(P = [p_0 \ldots p_{N_t-1}]\) and the corresponding received symbol vectors \(s_t\) of dimension \(N_r \times 1\) are combined into a matrix \(S = [s_0 \ldots s_{N_r-1}]\). Similar the interfering noise can be written as a noise matrix \(N = [n_0 \ldots n_{N_r-1}]\), so that

\[
S = HP + N
\]

The task of the channel estimation is to provide the later MIMO detection an estimate \(\hat{H}\) of the channel matrix \(H\) per subcarrier.

A.1 Least Squares (LS) method

This rather simple method neglects the noise summand of equation (2) so that

\[
\hat{H}_{ls} = SP^H (PP^H)^{-1}
\]

Matrix \(P\) is selected as an orthogonal matrix for most of today’s standards including IEEE 802.11n. Due to this property, channel estimation can be reduced to:

\[
\hat{H}_{ls} = \frac{1}{N_t} \cdot SP^H \text{ with } PP^H = P^HP = N_tI_{N_t}
\]

The matrix \(I_{N_t}\) denotes an identity matrix of dimension \(N_t\).

A.2 Minimum Mean Square Error (MMSE) method

The MMSE estimation method derives the channel matrix estimate \(\hat{H}_{mmse}\) by minimizing the mean square error between the channel matrix \(H\) and the estimate \(\hat{H}_{mmse}\). Under the assumption of additive white gaussian noise with variance \(\sigma_n^2\) and \(E_s\) being the total transmit power per antenna, the result is

\[
\hat{H}_{mmse} = S \left( P^HP + \frac{\sigma_n^2}{E_s}I_{N_t} \right)^{-1} P^H
\]

Furthermore, the knowledge of the orthogonal preamble matrix \(P\) can be utilized to reduce the computational effort by simplifying the expression to

\[
\hat{H}_{mmse} = \frac{1}{N_t + \frac{\sigma_n^2}{E_s}} \cdot SP^H
\]

B. MIMO Detection

Having an estimated version of the channel matrix, the MIMO detector has to revert the impact of the channel on the received data-payload to compute an estimate of the transmitted payload.

Linear detectors derive an equalizer matrix \(G\) of dimension \(N_t \times N_r\) to mitigate the impact of the channel, according to

\[
\hat{x} = Gy \text{ with } y = Hx + n
\]

\(^1\)Independent fading among subcarriers is assumed, so that each subcarrier sees a flat channel and channel estimation and MIMO detection can be performed independently for each subcarrier.
Accordingly, the detection is given by
\[
\hat{x} = \left(\hat{H}^H\hat{H}\right)^{-1}\hat{H}^H y
\]  
\text{(8)}
so the equalizer matrix \( \mathbf{G} \) is the pseudo inverse of \( \hat{H} \).
\[
\mathbf{G}_{zf} = \left(\hat{H}^H\hat{H}\right)^{-1}\hat{H}^H = \mathbf{H}^I
\]  
\text{(9)}

In the case of equal transmit and receive antennas \( (N_t = N_r) \) the matrix \( \hat{H} \) is a square matrix and the pseudo inverse can be replaced by the normal inverse \( \mathbf{G}_{zf} = \hat{H}^{-1} \). In turn this strongly reduces the computational complexity.

\subsection{B.2 Zero Forcing using QR decomposition}

The above described zero forcing algorithm requires a matrix inversion, which suffers from mediocre numerical stability. To cope with this issue the zero forcing detector can be extended to use QR decomposition (ZF-QRD). \( \mathbf{Q} \) is an orthogonal matrix of dimension \( N_r \times N_t \) with \( \mathbf{QQ}^H = \mathbf{I} \), while \( \mathbf{R} \) is an upper triangular matrix of dimension \( N_t \times N_t \). Accordingly, the detection is given by
\[
y = \mathbf{Hx} = \mathbf{QRx}
\]  
\text{(10)}
\[
\tilde{y} = \mathbf{Q}^H y = \mathbf{Q}^H \mathbf{QRx} = \mathbf{Rx}
\]  
\text{(11)}
\[
\hat{x}_i = \frac{\tilde{y}_i - \sum_{j=i+1}^{N_t} r_{ij}\hat{x}_j}{r_{ii}}
\]  
\text{(12)}

The triangular structure of \( \mathbf{R} \) allows to solve the equation (11) in successive steps by back substitution [26] (eq. (12)). Please note that the enhanced numerical stability compared to a detection based on zero forcing with direct matrix inversion comes at the cost of increased computational complexity due to QR decomposition and back substitution.

\subsection{B.3 Minimum Mean Square Error (MMSE)}

The MMSE detector minimizing the expected mean square error between \( \hat{x} \) and the original payload data \( x \).
\[
\mathbf{G} = \arg\min_{\mathbf{G}} \mathbb{E}\{|x - \hat{x}|^2\}
\]  
\text{(13)}

Under the assumption of additive, uncorrelated white noise with variance \( \sigma_n^2 \) and mean transmit power \( E_s \) of one antenna, the following result is obtained
\[
\mathbf{G}_{mmse} = \left(\hat{H}^H\hat{H} + \frac{\sigma_n^2}{E_s} \mathbf{I}_{N_t}\right)^{-1}\hat{H}^H
\]  
\text{(14)}

\subsection{B.4 MMSE using QR decomposition}

Again the matrix inversion in eq. (14) can cause numerical instability. Similar to the zero forcing case the detector can be based on a regularized QR decomposition (MMSE-QRD) [26].
\[
\hat{H} = \left(\frac{\mathbf{H}}{\frac{\sigma_n}{\sqrt{E_s}} \mathbf{I}_{N_t}}\right) = \left(\mathbf{Q}^a \mathbf{Q}^b\right) \mathbf{R}
\]  
\text{(15)}

MIMO detection can then be solved by using \( \mathbf{Q}^a \) instead of \( \mathbf{Q} \) with back substitution (see eq. (12)).
\[
\mathbf{Q}^a y = \mathbf{R}\hat{x}
\]  
\text{(16)}

\subsection{B.5 MMSE-QRD with Dynamic Scaling}

Using a QR decomposition based on the Gram-Schmidt method, the columns of the input matrix are projected onto each other and linear dependencies are eliminated by subtracting the results of the projections from the vectors in question. This subtraction becomes critical, once the result of the subtraction is out of the range where fixed-point arithmetic operates with the required precision. In [27], authors discuss how this problem can be relaxed by applying dynamic scaling during QR decomposition. The scaling factors used are either 2 or \( \frac{1}{2} \) which can be efficiently implemented as shift operation. While the resulting \( \mathbf{Q} \) matrix remains the same as this factor cancels out due to the normalization of the vector \( \langle \mathbf{v}_i \rangle \langle \mathbf{v}_i \rangle \), the scaling modifies the resulting \( \mathbf{R} \) matrix. Therefore, back substitution cannot be used and the MIMO detection is reformulated to a simple equalizer.
\[
\hat{H} = \mathbf{Q}^a \mathbf{R} \quad \text{with} \quad \mathbf{R}^{-1} = \frac{\sqrt{E_s}}{\sigma_n} \mathbf{Q}^b
\]  
\text{(17)}
\[
\mathbf{R}\hat{x} = \mathbf{Q}^a y \quad \Rightarrow \quad \hat{x} = \frac{\sqrt{E_s}}{\sigma_n} \mathbf{Q}^b \mathbf{Q}^a y
\]  
\text{(18)}

Accordingly, this results in an equalizer matrix \( \mathbf{G}_{ds} = \frac{\sqrt{E_s}}{\sigma_n} \mathbf{Q}^b \mathbf{Q}^a \mathbf{H} \) that solely depends on \( \mathbf{Q}^a \) and \( \mathbf{Q}^b \) that are preserved during the QR decomposition including dynamic scaling. Therefore, the actual detection can be reduced to a simple matrix-vector multiplication of the equalizer matrices with the received symbol vectors.

\subsection{B.6 Successive Interference Cancellation (SIC)}

The non-linear SIC detection follows the basic principle at using QR decomposition and back substitution [26]. SIC can be implemented in two ways, either by using a normal (SIC-Zero Forcing) or a regularized (SIC-MMSE) QR decomposition. Compared to earlier mentioned detectors, the major difference is that within the successive backward solving, the results that are further reused are quantized (sliced) to constellation symbols. Accordingly, the SIC-ZF method starts from equation (11) and the SIC-MMSE approaches the detection by using equation (15). To compute the transmitted symbol vector the back substitution method (eq. (12)) is used within both approaches. Compared to linear ZF- and MMSE-QRD methods the only difference is that the reused symbols \( \hat{x}_j \) are...
replaced by the quantized (constellation) symbol stream $Q[\hat{x}_j]$

$$\hat{x}_i = \frac{\hat{y}_i - \sum_{j=i+1}^{N_t} r_{ij} \cdot Q[\hat{x}_j]}{r_{ii}} \quad (19)$$

**C. OFDM Modulation and Demodulation**

OFDM modulation and demodulation can be efficiently realized by using the iFFT and FFT algorithm [28]. The iFFT and FFT algorithms differ only in twiddle factors they use, whereas the computations are equal. FFTs are well-known algorithms and a large variety of efficient implementations exist. In this work we concentrate on the radix-2 algorithm since its requirements match the underlying hardware architecture.

**D. Soft-Output Symbol Demapper**

Within the transmitter the input bit stream has been converted by the symbol mapper to a stream of complex symbols based on a given constellation diagram like 4QAM or 16QAM. The symbol demapper reverts this mapping process and outputs the log-likelihood ratio for each received bit. Please note that due to superior performance of the channel decoders only soft-output symbol demappers are considered. In general, the log-likelihood ratio (LLR) $L$ is computed as

$$L(b_i) = \ln \frac{\Pr (b_i = 1 | y, H)}{\Pr (b_i = 0 | y, H)} \quad (20)$$

Unfortunately, this computation is far too complex to be implemented on a MCCF, hence the Max-Log Approximation is applied. Furthermore, it is assumed that the distribution $p(y | Hx)$ is gaussian, the noise is white gaussian and the constellation has been Gray-coded. The computation of the LLR calculation for stream $k$ with the detected symbol vector $z$ can now be written as

$$L(b_i) \approx \rho_k \left( \min_{s \in A_i^0} |z_k - s|^2 - \min_{s \in A_i^1} |z_k - s|^2 \right)$$

with $\rho_k = \frac{1}{\sigma_n^2 \left( [H^H H + \sigma_n^2 I_{N_t}]^{-1} \right)_{k,k}} - 1$ with

$$\rho_k \approx \frac{1}{Q_{b_k} Q_{b_k}^H}_{k,k} \quad (23)$$

$A_i^0$ denotes a subset of all constellation symbols that contain a zero at position $i$ of their bitwise representation and $A_i^1$ at the same position respectively. The real valued scalar $\rho_k$ denotes the signal to interference and noise ratio (SINR) for stream $k$ [29].

**E. Nuclei**

Inspecting the above discussed algorithms, the Nuclei listed in Table I have been identified. In addition to them, the table highlights the mathematical equations, their usage within the transceiver and the equation references. At this point we should recall that until this point only the algorithms have been investigated and no implementation aspects have been taken into account. Next we will discuss the efficient implementations of the Nuclei, called *Flavors*.  

**V. IMPLEMENTATION RESULTS**

Table II highlights the execution time of the different flavors implemented on the STxP70-V4 processor core [17] with enabled vector unit extension called VECx. Especially, the computational power of this vector unit is of vital importance when targeting real-time performance. The characteristics have been measured with the SDK version 2011.1 [13] and the STxP70 has been configured with 1 context, 32bit external
TABLE II. Flavor Implementations on the P2012 Platform (complex datatype, f=600MHz, STxP70 core config. 0x73B014BC)

<table>
<thead>
<tr>
<th>Operation</th>
<th>2x2 Cycles</th>
<th>2x2 Time (µs)</th>
<th>4x4 Cycles</th>
<th>4x4 Time (µs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>mat-mat add</td>
<td>13</td>
<td>0.022</td>
<td>23</td>
<td>0.038</td>
</tr>
<tr>
<td>mat hermitian</td>
<td>26</td>
<td>0.043</td>
<td>90</td>
<td>0.150</td>
</tr>
<tr>
<td>mat-rascal mul</td>
<td>26</td>
<td>0.043</td>
<td>45</td>
<td>0.075</td>
</tr>
<tr>
<td>mat-vec mul</td>
<td>44</td>
<td>0.073</td>
<td>70</td>
<td>0.117</td>
</tr>
<tr>
<td>mat-mat mul</td>
<td>102</td>
<td>0.170</td>
<td>301</td>
<td>0.502</td>
</tr>
<tr>
<td>mat-rmat mul</td>
<td>74</td>
<td>0.123</td>
<td>205</td>
<td>0.342</td>
</tr>
<tr>
<td>mat-mat mul 8vm2</td>
<td>218</td>
<td>0.363</td>
<td>503</td>
<td>0.838</td>
</tr>
<tr>
<td>mat inv</td>
<td>385</td>
<td>0.642</td>
<td>1,328</td>
<td>2.213</td>
</tr>
<tr>
<td>tri mat inv</td>
<td>43</td>
<td>0.072</td>
<td>278</td>
<td>0.463</td>
</tr>
<tr>
<td>qrd</td>
<td>595</td>
<td>0.992</td>
<td>1,683</td>
<td>2.805</td>
</tr>
<tr>
<td>qrd regularized</td>
<td>702</td>
<td>1.170</td>
<td>1,622</td>
<td>2.703</td>
</tr>
<tr>
<td>ds-qrd-regularized</td>
<td>889</td>
<td>1.482</td>
<td>2,264</td>
<td>3.773</td>
</tr>
<tr>
<td>back subst.</td>
<td>954</td>
<td>1.590</td>
<td>2,106</td>
<td>3.510</td>
</tr>
<tr>
<td>back subst. slicing</td>
<td>1,170</td>
<td>1.950</td>
<td>2,538</td>
<td>4.230</td>
</tr>
</tbody>
</table>

OFDM slot wise operations

<table>
<thead>
<tr>
<th>Operation</th>
<th>16QAM Cycles</th>
<th>16QAM Time (µs)</th>
<th>16QAM Cycles</th>
<th>16QAM Time (µs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>bpsk soft demap</td>
<td>329</td>
<td>0.548</td>
<td>658</td>
<td>1.097</td>
</tr>
<tr>
<td>4qam soft demap</td>
<td>658</td>
<td>1.097</td>
<td>1,316</td>
<td>2.193</td>
</tr>
<tr>
<td>16qam soft demap</td>
<td>857</td>
<td>1.428</td>
<td>2,842</td>
<td>2.842</td>
</tr>
<tr>
<td>ifft</td>
<td>1,774</td>
<td>2.957</td>
<td>3,548</td>
<td>5.913</td>
</tr>
<tr>
<td>fft mem realign</td>
<td>2,052</td>
<td>3.420</td>
<td>4,084</td>
<td>6.838</td>
</tr>
<tr>
<td>ifft</td>
<td>2,028</td>
<td>3.380</td>
<td>4,056</td>
<td>6.760</td>
</tr>
</tbody>
</table>

memory interface, 128 bit EFU interface, and 2 hardware loops (core configuration set to 0x73B014BC 0x00000C00).

The measured performances include reading and writing of data, but no inter-core synchronization overhead. Please note that all Flavors have been implemented in 16bit fixed-point format and the source code has been developed in low-level C for exploiting the capabilities of the vector unit.

After introducing the characteristics of the individual Flavors, the implementation results of the complete transceiver are discussed.

A. MIMO OFDM Transceiver

In this paper not all algorithms can be discussed in detail. Accordingly, we will limit the number of implementation candidates by algorithmic considerations.

Considering channel estimation, the LS and MMSE method have been introduced. Since the MMSE channel estimation considers the additive noise when calculating the estimate, one would expect it to outperform the LS estimation. However, our floating-point simulations have shown only minor performance improvements which do not justify the increased computational complexity. Therefore, the later investigations focus on the simpler LS channel estimation.

Previously, six MIMO detection techniques have been introduced and implemented. Since most instructions of the STxP70 processor core can either operate on 8x 16bit values or 4x 32bit values, the fixed-point format has been limited to 16bit precision to minimize the required execution times. Due to this, methods using matrix inversions suffer from numerical instability and hence are not further discussed in this paper. Furthermore, we analyzed the maximum achievable performance of the inner modems of 4x4 transceiver systems using LS channel estimation and different MIMO detectors. To exclude the influence of channel coding, the mutual information [30] has been inspected. The mutual information \( I(C; \Lambda) = H(C) - H(C|\Lambda) \) of the codeword \( C \) and the soft output \( \Lambda \) of the soft demapper indicates how much information has been transmitted via the channel from \( C \) to \( \Lambda \). \( H(C) \) is the entropy of the codeword \( C \) and \( H(C|\Lambda) \) is the entropy of the codeword \( C \) conditioned \( \Lambda \). The mutual information is given by

\[
I(C; \Lambda) = 1 - E \left\{ \log_2 \left( 1 + e^{2c - 1 - \lambda} \right) \right\}
\]

with the bitwise elements \( c \) and \( \lambda \) of \( C \) and \( \Lambda \) respectively, whereas \( E\{\cdot\} \) denotes the expected value.

Figure 4 illustrates a comparison of various 4x4 systems using floating point arithmetic by using the mutual information for 4QAM and 16QAM. According to [28] the SNR region of interest is 10-15dB for 4QAM and 20-25dB for 16QAM when using a practical WLAN 802.11n transceiver. In these regions the MMSE and SIC-MMSE methods show only a minor deviation while the techniques neglecting the noise term show a decreased performance. To finally select the setup that is mapped to the P2012 platform, we have inspected the coded bit (BER) and frame error rate (FER).

We will concentrate on the achieved FER in the following, however results obtained from the BER curves have shown the same behavior. Figure 5 depicts the FER for systems using MMSE-QRD, SIC-MMSE and MMSE-DS-QRD detection scheme. As a reference the FER of a floating-point implementation using MMSE detection is added. All investigated configurations use LS channel estimation and channel decoding is performed either by a BCJR decoder (\( r = \frac{1}{2}, g_0 = (133)_8, g_1 = (171)_8 \)) or an LDPC decoder from the IEEE80211n standard (length= 1944bit, rate = \( \frac{2}{3} \)). Within all simulations the channel has been modeled as an AWGN channel including fading. The fading is modeled by a Rayleigh characteristic [31] with a power delay profile set to 150ns [32].
and an exponential drop of 20dB. Comparing only the fixed-point implementations for the 4QAM and 16QAM constellation, we assume that a FER of less than 1% at the receiver is acceptable (802.11n requires 10% FER). Therefore, we select the implementation that will be finally ported to the P2012 platform as the one that achieves this FER with lowest SNR requirements. Table III summarizes the measurements depicted in Fig. 5 for the best system configuration that uses a MMSE-DS-QRD detection method.

Please note that the implementations using SIC-MMSE and MMSE-QRD detection suffer from the 16bit fixed point precision. This effect is visible as a saturation in the FER and BER, e.g. as illustrated for 16QAM, but also at the SIC-MMSE curve with 4QAM constellation. In addition, the algorithmic performance of the SIC-MMSE can be enhanced when additional sorting is performed. However, the current implementation applies no sorting.

Using dynamic scaling together with MMSE-QRD detection we achieve the requirement of less than 1% FER with minimal SNR (Table III). Additionally, the floating point reference implementation shows that the performance degradation on the platform is marginal for 4QAM and for 16QAM approximately 0.4dB. Higher constellation orders have not yet been implemented but are under investigation.

Finally, to conclude the investigation of the algorithmic performance and to verify our implementation, the FER is measured for frames with variable length. Clearly, the expectation is that for longer frames a higher SNR value is required to achieve the same FER as for shorter frames. Accordingly, we measured three different use cases given by short frames, medium-length frames having 24 data slots and long frames having 88 data slots. Based on the executed mode (constellation, code rate, etc.) these frames range from 1536 information bits (4QAM, $r = \frac{1}{2}$) up to 16896 information bits (16QAM, $r = \frac{1}{2}$). The results show the expected implementation behavior. It should be noted that the performance degradation of the BCJR is much more severe than using an LDPC decoder. This makes this decoder the preferred choice for implementation. Such behavior can be observed in the floating point reference as well.

### B. Mapping of the Inner Receiver

Since the development of the receiver is much more complex than the transmitter, only the receiver will be investigated. The selected configuration to be mapped onto the P2012 platform uses LS channel estimation and a MIMO detection based on MMSE-DS-QRD. The constellation is set to 16QAM. Table IV highlights the execution time for each particular transceiver function executed on a single STxP70 processor core. In addition, the Flavors contained within each function (2nd column) is highlighted and the percentage of the execution time. 

The rather obvious data level parallelism can be used to map the application onto the P2012 platform. This parallelism is given by the number of data streams, the OFDM slots, and

<table>
<thead>
<tr>
<th>Preprocessing (per OFDM frame)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
</tr>
<tr>
<td>LS Channel Estimation</td>
</tr>
<tr>
<td>Det. Preproc. &amp; SINR calc.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Actual Processing (per OFDM slot)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
</tr>
<tr>
<td>OFDM Demod. (mem. realign)</td>
</tr>
<tr>
<td>Actual Detection</td>
</tr>
<tr>
<td>Soft Demapping (16QAM)</td>
</tr>
</tbody>
</table>

TABLE IV. Execution time measurements of inner receiver functionality with 4x4 antenna, 16QAM constellation, MMSE-DS-QRD detection and LS channel estimation (STxP70 core config. 0x73B014BC, f=600MHz)
Based on the measured execution times, three groups of processor cores have been defined. All processors of one group execute the same function, hence have the same executable. The first group executes OFDM demodulation and contains $N_{mod} = 2$ processor cores. Another group executes channel estimation, preprocessing of the MIMO detection and the actual detection. This group contains $N_{ppd} = 4$ processors, of which 2 can be switched off after 27 OFDM data slots (backlog phase) have been processed. Finally, $N_{sd} = 2$ processor cores are assigned to execute soft symbol demapping. Again, after processing 27 OFDM data slots of one frame, 1 of the 2 processor cores can be switched off. For this mapping a frame length of 27 OFDM data slots is the minimum for achieving throughput constraints and minimizing latency (8.2 $\mu$s).

Figure 8(a) illustrates the computed execution characteristic of the complete receiver for the minimum supported frame length (27 OFDM data slots). The calculation has been solely based on the conducted timing measurements of Flavors and the selected mapping. This configuration has been implemented and the correct timing behavior has been verified using the Transaction Level Model (TLM) of the platform P2012 (SDK 2011.1). To minimize synchronization overhead, low-level platform features that make explicit use of the hardware synchronizer of platform P2012 have been used.

With the configuration described above, the inner modem part of the MIMO OFDM receiver has been implemented with real-time behavior and it supports a coded data rate of 192 Mbit/s with low frame error rate (less than 1%).

C. Summary of Receiver Implementation

These final measurements have demonstrated that the inner receiver of the targeted MIMO OFDM receiver can be implemented on the target platform in real time, although the platform’s target is not primary in the field of baseband processing. Based on our algorithmic analysis and the implementation of the inner modem, we identified the vector unit as of vital importance to achieve reasonable performance. To fully exploit these capabilities most of the code makes extensive use of low-level C-Macros for using the vector unit and only a few control statements use the general purpose instruction set.

For implementing the application on the overall platform, the hardware synchronizer with low-level event signaling has been an excellent choice for synchronizing the different functions executed on the various processor cores. Similarly, the shared memory architecture was simple to use and supported low-latency communication between the processor cores. Apart from these low-level platform features, other programming models on higher software levels could not be used, since the encountered overhead has been too large for targeted SDR application.

Besides these benefits of the platform, the limitations should not be concealed. Throughout the transceiver development, only a small set of vector unit instructions has been used (approx. 20% of 214 instruction have been used). Other instructions that would significantly enhance the performance have been missing, e.g. a multiply-shift instruction. Especially, such native fixed-point support would have tremendous impact on the required cycle counts. However, in turn this would limit the flexibility to a given fixed-point format. Clearly, this might effect the mapping of the investigated transceiver since each implemented function has its own optimized fixed point format. Nevertheless, removing not required instructions and
VI. CONCLUSION AND FUTURE WORK

In this paper we successfully implemented a MIMO OFDM transceiver with 4x4 antenna configuration and timing requirements taken from the 802.11n standard following the Nucleus concept. First, a thorough analysis of the algorithms has been conducted and a set of Nuclei has been extracted. Second, efficient implementations called Flavors have been developed for each Nucleus targeting the P2012 platform. The Flavors have been characterized in terms of execution behavior but also regarding their algorithmic performance.

To map the transceiver to the platform, first we derived a feasible mapping based on the Flavor characteristics. This computed mapping had only a minimal overhead margin included and was verified with a detailed hardware simulation based on the TLM platform simulator.

Besides the identification of Nuclei and the implementation of Flavors, the capabilities of the many-core computing fabric have been investigated when implementing an SDR application. Similar to previous investigations we determined the vector unit to be of vital importance when real time behavior is required. Real time behavior has been achieved for the inner modem part of a 4x4 MIMO OFDM transceiver by using 8 processor cores, whereas 3 of these 8 can be switched off after processing the first 27 OFDM data slots.

In our future work, we will investigate and develop flexible hardware architectures optimized for the specific needs of the determined Nuclei. In addition, we will investigate the porting of the complete transceiver to another platform by making use of the Nucleus methodology and tools.

Finally, we use the characterization of Nuclei and Flavors in our automatic mapping tools [20] and will elaborate the generated mapping results with the handcrafted solution.
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