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Introduction

» Harness computational capability of SDRs

» Opportunistic usage of computing resources

» Stringent application requirements \3\% \\&)
» Hard for single radio to fulfill \&%/ E&/ \

Collaborative software
radio network.

Computational
processing
Local Distributed
processing processing




Introduction: Potential benefits

* Energy and power
efficiency
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Micro UAVs }& >& o"?aog
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» High performance
computing capability
using network of small
form factor radios

» Fault tolerance

» Security

Navy Warship

Ground Vehicle

Example application: reducing communication overhead in
military backhaul networks




Presence of wireless channel
Cross layer design

Adaptive workload allocation/
load balancing

Communication cost negates
benefits

Tradeoffs between local and
distributed processing

Errors imposed by wireless
channel

Impact on computation error

Magnitude of channel impulse response

Clarke Channel Impulse Response
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Channel magnitude with maximum
Doppler frequency of 75 Hz.



Conditions under which WDC is energy efficient over
local processing

Fundamental limitation imposed by the underlying
communication on computation power

Cross layer relationships

Physical layer parameters (bit-error-rate) Vs application
parameters (computational accuracy)



Fundamental Limits on WDC
energy savings

SECTION 1




Computational task composed of N, homogenous
sub-tasks or computational units (CUs)

Computation energy consumption

Ecp = Ecy Ny = Pcp Tcu Neu

E., Total energy consumption for computation

Ecu/Pep/Tcu | Energy/power/time consumed to process 1
computational unit (CU)

Ney Number of CUs per computational task



Communication energy consumption in each node

Ecm = Ecmi + Pem2(Dy SNR i) Thie Npigs Ney < Esupply
E., Total energy consumption for communication
E .t Energy consumed for misc. processes
P.m2(D, SNR, ;) | Transmit or receive power consumption (function
of distance, min. SNR)
Toit Time to transmit/receive 1 bit of data
Nyt Number of bits transmitted or received per CU
E Battery capacity



Computation performed on-board locally

E,=Ecy Ney= Pcp Tcu Ney

Computation performed in a distributed manner

E

node

= Pcp TCU I\ICU1 + Ecml + Pcm2 Tbit I\Ibits NCUZ < Esupply

node
I\ICU1

I\ICUZ

Energy consumption at master node or slave node
Number of CUs processed by master node

Number of CUs processed by slave nodes




Energy savings achieved in master node by executing
task in a distributed manner in comparison to local
processing

rnode
E : — E.‘-i _ Erf{}{fr"

SAVINGS
=P Teu Neu - (Pep Teu Neur + Eemt + Pemz Thit Nbits Neu)

Decide between local and distributed processing

Impacted by channel conditions, radio platform and
network topology

Negative savings => local processing is more energy
efficient



Process
1000 FFTs
raw data

e N

processed
data

Process

Ncuz = 2000 FFTs 1000 FFTs

“..Nou1 = 1000 FFTs "

» Uniform workload allocation
» Homogenous computational energy consumption

» Time-division multiplexed communication with
master node

* N, ,4es = Number of participating nodes



» Target BER =103
* SNR,., =10 dB
» BPSK with no

coding

» Medium harsh

channel

» Datarate = 32

kbps

Simulation Parameters

Parameter Value Parameter Value
n 3 SNR,.;n 10 dB
il 5 P elec 82.8 mW
NF 10 dB 3 174 mW
P 99 % Pis 58.7 mW
G, Gy 2 dBi Ppac 15.4 mW
f 450 MHz Pt 0.25 mW
4 8 dB LM 15 dB
d, 10 m B 30 KHz
Prelec 102.8 mW Pipco 4.6 mW
Egpr 0.2 joules Trs 470 g1 secs




Simulation Result 1

Energy Savings Vs Coutational Complexity
()
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Discussion of Simulation Results 1

» Tasks with E., > 0.25 joules benefit from WDC
o Similar breakpoint for all computational workloads

o Result valid for given channel conditions

» Non- linear scaling with workload
o Result valid for uniform load balancing scheme

o Higher workloads => increase in workload allocated to slave
nodes

o Increasing communication overhead for master node

» Savings do not scale linearly with computational
complexity




Simulation Result 2:
Energy Savings Vs Number of Nodes




Simulation Results 2 - Discussion

» Breakpoint varies with distance

» Energy savings degrade with distance
o Increasing transmitter power consumption at master node
o No energy benefits for network with range D > 500 m

» Non-linear scalability with N ..

Small N, ges Savings improve with N, 4. Reduced computational
workload of master node

Large N, oges Savings do not improve Increase in communication
significantly overhead




» Determined breakpoint when WDC is energy
efficient

» Conditions under which WDC is beneficial;: When
communication overhead does not dominate over
computational energy consumption

Lighter workloads
Small sized networks
Short range networks

» Non-linear scaling with network size and
computational complexity



CROSS LAYER DESIGN:

Impact of wireless channel on
computational accuracy

SECTION 2




Introduction

AWGN Channel‘




Simulation Setup and Methodology

» Function error: X~ &» Xz Xueer}
. N}_:'}_:'T A Decimal —
e = 2.1'21 Ui — Ui Random | 1| binay | | BPSK
R eneration S conversion mod
* 1; and Y, 9 (grey coding)
ith _
are i™ elements AWGN
of vectors:
77 — KK - Binary — S , .
y — FFT (;I) . BPSK »  decimal B I N Neer pﬂlnt —"’y
- e el A de-mod | .| conversion = S
y=FFT (;1?) X
» n = function _ _
. P/S = Parallel to serial conversion
domain (or
quantization Function error rate (FER) averaged over 10000
levels) instances of FFT input vector and channel noise

* Nger = FFT size




Simulation Results:
Relating BER to Function Error Rate




» Cross layer approach to WDC system design

Computational reliability taken into consideration

» Demonstrated relationship between:
FER and BER
FER/BER and algorithmic parameters (quantization levels and
FFT size)
» Methodology can be applied for any computational
task



What is WDC?

Example application discussed

How is WDC different from traditional distributed
computing?

Scalability of WDC benetits with range,

computational workload and network size
Non-linear scalability — Law of Diminishing Returns!!!

Cross layer methodology to relate application layer
parameters with physical layer parameters



Questions




