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Presentation Outline

Research motivation
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Fundamental limits on energy savings achieved by 
wireless distributed computing (WDC) 
Limits on computational capability 
Methodology for cross - layer WDC system design 
Conclusions



Introduction

Harness computational capability of SDRs
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p p y
Opportunistic usage of computing resources 
Stringent application requirements g pp q
Hard for single radio to fulfill 

Computational 
processing

Collaborative software 
radio network.

Local
processing

Distributed 
processing 

radio network.



Introduction: Potential benefits 

Energy and power 
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gy p
efficiency 
High performance 
computing capability 
using network of small 
form factor radios form factor radios 
Fault tolerance 
SecuritySecurity

Example application: reducing communication overhead in Example application: reducing communication overhead in 
military backhaul networks



Comparison with 
Traditional Distributed Computingp g
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Presence of wireless channel 101
Clarke Channel Impulse Response 

Cross layer design 
Adaptive workload allocation/ 
load balancing 
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Paper Contribution 
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Conditions under which WDC is energy efficient over gy
local processing 
Fundamental limitation imposed by the underlying 
communication on computation power
Cross layer relationships 

Physical layer parameters (bit-error-rate) Vs application 
parameters (computational accuracy)



F d t l Li it   WDC Fundamental Limits on WDC 
energy savings 
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Computation Subsystem  Model

Computational task composed of NCU homogenous 
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p p CU g
sub-tasks or computational units (CUs)
Computation energy consumption 

Ecp = ECU NCU = Pcp TCU NCU

Ecp Total energy consumption for computation

ECU/Pcp/TCU Energy/power/time consumed to process 1 
i l i  (CU)computational unit (CU)

NCU Number of CUs per computational task 



Communication Subsystem Model

Communication energy consumption in each node
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gy p

Ecm = Ecm1 + Pcm2(D, SNRmin) Tbit Nbits NCU ≤ Esupply

Ecm Total energy consumption for communication 

Ecm1 Energy consumed for misc. processescm1 e gy co su ed o sc p ocesses

Pcm2(D, SNRmin) Transmit or receive power consumption (function 
of distance, min. SNR)

Tbit Time to transmit/receive 1 bit of data

Nbits Number of bits transmitted or received per CU

Esupply Battery capacity



WDC System Model

Computation performed on-board locally
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Es = ECU NCU = Pcp TCU NCU

Computation performed in a distributed manner 

Enode = Pcp TCU NCU1 + Ecm1 + Pcm2 Tbit Nbits NCU2 ≤ Esupply

Enode Energy consumption at master node or slave node

N N b  f CU  d b   dNCU1 Number of CUs processed by master node

NCU2 Number of CUs processed by slave nodes



WDC Energy Savings Metric

Energy savings achieved in master node by executing 
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task in a distributed manner in comparison to local 
processing

= Pcp TCU NCU  - (Pcp TCU NCU1 + Ecm1 + Pcm2 Tbit Nbits NCU2)

Decide between local and distributed processing

Impacted by channel conditions, radio platform and 
k lnetwork topology

Negative savings => local processing is more energy 
efficientefficient



Simulation Scenario & Assumptions
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Uniform workload allocation
Homogenous computational energy consumptiong p gy p
Time-division multiplexed communication with 
master node 
Nnodes = Number of participating nodes



Simulation Parameters 

Target BER = 10-3 
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g 0
SNRmin = 10 dB 
BPSK with no 
coding
Medium harsh 
h lchannel

Data rate = 32 
kbpskbps



Simulation Result 1
Energy Savings Vs Computational ComplexityEnergy Savings Vs Computational Complexity

Plotted for 
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Discussion of Simulation Results 1 

Tasks with ECU > 0.25 joules benefit from WDC
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CU 5 j
Similar breakpoint for all computational workloads
Result valid for given channel conditions

Non- linear scaling with workload
Result valid for uniform load balancing scheme
Higher workloads => increase in workload allocated to slave Higher workloads => increase in workload allocated to slave 
nodes
Increasing communication overhead for master node 

Savings do not scale linearly with computational 
complexity



Simulation Result 2: 
Energy Savings Vs Number of Nodesgy g
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Simulation Results 2 - Discussion

Breakpoint varies with distance 
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p
Energy savings degrade with distance 

Increasing transmitter power consumption at master node
No energy benefits for network with range D > 500 m

Non-linear scalability with Nnodes

Curve Region Trend Reason 

Small Nnodes Savings improve with Nnodes Reduced computational 
kl d f  d  workload of master node 

Large Nnodes Savings do not improve  
significantly 

Increase in communication 
overhead 



Conclusions

Determined breakpoint when WDC is energy 
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p gy
efficient
Conditions under which WDC is beneficial: When 
communication overhead does not dominate over 
computational energy consumption

Lighter workloadsLighter workloads
Small sized networks
Short range networksg

Non-linear scaling with network size and 
computational complexity



CROSS LAYER DESIGN:
 f i l  h l  Impact of wireless channel on 

computational accuracy
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Introduction

Scenario
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AWGN Channel

Raw data

M S

corrupted data

Cross layer design methodology

FFT function computationData collection

Cross layer design methodology
Design based on function computation accuracy (application layer) 
rather than BER (link layer)

C t ti  li bilitComputation reliability
Impact of link on computation accuracy
Communication overhead versus computation accuracy 



Simulation Setup and Methodology

Function error:
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and             
are ith elements 
of vectors:

n = function n = function 
domain (or 
quantization 
levels)

Function error rate (FER) averaged over 10000 
instances of FFT input vector and channel noiselevels)

NFFT = FFT size 
instances of FFT input vector and channel noise



Simulation Results: 
Relating BER to Function Error Rate g

BER Vs FER 
FER       
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FER < 2 =>    
BER < 10−3

BER/FER Vs 
l ith  
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Receiver signal to noise ratio (dB)

Relationship between function error and BER for various values of 
SNRs, n and NFFT for FFT computation scenario.



Conclusions

Cross layer approach to WDC system design
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y pp y g
Computational reliability taken into consideration

Demonstrated relationship between:
FER and BER 
FER/BER and algorithmic parameters (quantization levels and 
FFT size)FFT size)

Methodology can be applied for any computational 
task



Summary
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What is WDC? 
Example application discussed 
How is WDC different from traditional distributed 
computing? 
Scalability of WDC benefits with range, 
computational workload and network size 

Non-linear scalability – Law of Diminishing Returns!!! 

C  l  th d l  t  l t  li ti  l  Cross layer methodology to relate application layer 
parameters with physical layer parameters



Questions
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