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ABSTRACT

This is illustrated by looking at the equation ttha
governs the size of the carrier frequency offset thu the

In mobile communication systems, the Doppler shifta  Doppler effect. Itis:
very common cause of time-varying changes in thdesa F.V,

frequency offset. This paper discusses two

enhancer algorithms which are used to aid in tlegss of

adadthve  Fog S 1)
S

detecting and tracking these time-varying changeswhereF, is the carrier frequenc F is the sample ratV,
Specifically, it describes the use of an adapiive énhancer is the relative velocity between the transmitted ahe

in a quadrature amplitude modulation (QAM), or hakift  receiver, and c is the speed of light. In mobilstems,V,
keying (PSK), carrier-recovery system. It showd fidte-  is constantly changing, which results in a timeyirag
impulse response (FIR) adaptive line enhancergatrevell-  carrier frequency offset. In order to avoid dataslothe
suited for tracking changes in the carrier-freqyeaffset.  receiver must be able to track these time-varyihgnges
Then, based on the LMS algorithm, an infinite-ingeul and correct for their effects.

response (lIR) adaptive line enhancer algorithprésented, One system used for the detection and correction o

which is much more effective at tracking

the carrie carrier frequency offsets is shown in Figure 1.sT$ystem,

frequency offset. Next, an FIR post-filtering ogéra is  which is targeted for use with QAM or PSK data sigh
described that is optimal for out-of-band noisec#dpn, and operates by synthesizing a complex sinusoid ahéuative
is used in conjunction with the IIR adaptive limthancer to  of the frequency of the carrier frequency offseid shen by
further improve its line-enhancement capabilitiemally,  applying that sinusoid to the input signal to shétspectrum
simulation results are presented to compare tletdfeness down to baseband.

of the FIR and IIR adaptive line enhancer algorghat The left-most block in this system, called the +iopar
tracking changes in the carrier-frequency offset. block, takes the input signal to the™Ndower in order to

1. INTRODUCTION

convert the QAM or PSK signal into a complex siridso
buried in a wide-band noise. The frequency of ¢iisisoid
is M times the carrier frequency offset, wherevhkie of M

In mobile communication systems, the Doppler skii  is determined by the modulation type.
very common cause of time-varying changes in thdesa The next two blocks in this system prepare thaaig
frequency offset. If these changes are not promietgcted, for the adaptive line enhancer by whitening theeatidnd

and corrected, the transmitted data will be lost.

noise. Then, the adaptive line enhancer removesiuah
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Figure 1: QAM/PSK Carrier Recovery System
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Figure 2: Adaptive line enhancer block diagram

noise as possible from the input sinusoid, to migessible
for the phase locked loop (PLL) to lock onto theqginency
of the sinusoid. Finally, the PLL and subsequerickd
synthesize a complex sinusoid, at the negativéefcarrier
frequency offset, and multiplies the system's irgighal by
that sinusoid to shift its spectrum down to basdbah
complete explanation of the operation of this systain be
found in [1].

In summary, the adaptive line enhancer must be tabl

track changes in the frequency of a complex simLgmt is
buried in a white noise, and it must remove as nmaike as
possible from that sinusoid.

explains the cause of this drawback, which is retéto as
the memory effect.

In order to understand the memory effect, note ttha
ability of the adaptive line enhancer to rejectsedirom the
input sinusoid depends on the frequency responstheof
prediction filter. The ideal frequency response ldopass
only the frequency of the input sinusoid, whileexjng any
other frequency content in the signal. The widee th
passband of the frequency response, the more risise
passed through to the output signal. Consequettly,
effectiveness of the adaptive line enhancer aen@gection,
is determined by the number of coefficients inphediction
filter, or N, and the ability of the adaptive algbm to
determine the optimal filter coefficients.

The ability of the adaptive algorithm to determithe
optimal filter coefficients is governed by the fabat the
prediction filter's frequency response will conwerghe
fastest in the frequency bands where the inputasign
contains the most power [3]. This is represented
mathematically as the adaptive algorithm's convergdime

Figure 2 shows the block diagram of an adaptige li constant, which is related to the eigenvalues ef itiput

enhancer. The filter W(z) is called the predictibiter,

which is used as a band pass filter in order tamike the
noise in the output sinusoid. The frequency respaishe
prediction filter must constantly be adapted in esrdo
determine the frequency of the input sinusoid, @n@move

signal’s auto-correlation matrix, according to dgpiation:
1
T, =—
4
where u is the algorithm step size, afngis an individual

()

as much noise as possible. This means that thenaipti €igenvalue of the auto-correlation matrix. For adtion

frequency response of the prediction filter, forximaum
noise rejection, is a band pass filter with a vagrrow
passband centered at the frequency of the inpusaid.

This paper will discuss two possible implementaiof
an adaptive line enhancer algorithm. The first athm is
implemented using an FIR prediction filter. It wilé shown
that this method is less effective at noise rejectivhile
tracking changes in the input sinusoid's frequenthe
second algorithm is implemented using an |IR pridolic
filter. It will be shown that this algorithm is mincmore
effective at tracking these changes. Then, a ptistirfig
operation will be discussed that further improvies tIR
adaptive line enhancer's noise rejection. Fin#flg,tracking
ability of each adaptive line enhancer algorithnil vie
shown through simulation.

2. THE FIR ADAPTIVE LINE ENHANCER

filter length of N coefficients, the adaptive algom will
have N convergence time constants, and N eigersaltie

can be shown that the magnitude of each of these

eigenvalues is proportional to the power contaiiredhe
input signal in each of the N frequency bands [8]other
words, the input signal's power-spectral densitiemeines
the size of the eigenvalues of the input signal's
autocorrelation matrix, and the corresponding cogemece
time constant in each of the frequency bands.

In this system, the power-spectral density of itiput
signal has a single peak at the frequency of thmutin
sinusoid, and a constant wide-band component tinautg
the rest of the frequency spectrum. Consequentig, t
eigenvalues of the input signal's autocorrelatioatrix
consist of a single eigenvalue at the frequencthefinput
sinusoid with a value of No?, and N-1 repeated eigenvalues
with the value ob? wheres? is the variance of the noise in
the input signal [3]. From equation 2, it can bersthat the

It is common practice to implement the adaptivee lin CONvergence time-constant is shortest at the frequef the

enhancer using an FIR prediction filter. One adzgetof
this approach is that the FIR adaptive line-enhaecs
algorithm is well understood, easy to implementd ats

input sinusoid, and longer elsewhere. In otherdspthe
relative sizes of these convergence time constastgt in
the adaptive line enhancer adapting quickly infteguency

performance can be analyzed mathematically. Then maie@nd that contains the input sinusoid's frequebey,at a

drawback to using this approach is that this atboriis
slow to forget past input frequencies, as it attsnp track
changes in the input sinusoid's frequency [2]. Tastion

slower rate throughout the rest of the frequenecspm.

This fact has a significant impact on the tracking
behavior of the FIR adaptive line enhancer. Whea th
frequency of the input sinusoid changes, the peakhé
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Figure 3: The FIR prediction filter's frequency pemse

before, and after, a step in the input sinusoidgdiency.

power-spectral density moves with it, and so ddes
frequency band with the largest eigenvalue. Thelrésthat
the passband of the prediction filter is quicklyaptéd to
include the new frequency of the input sinusoid weeer,
the portion of the passband at the past frequehtlyednput
sinusoid is slowly forgotten, due to the smalleroamt of
power in the input signal at that frequency. Thisults in a
memory of the past frequencies of the input sirdjsand
additional noise being passed through the predidiiter.

In order to illustrate the memory effect, Figurst®ws
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Figure 4: IIR adaptive line enhancer block diagram
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the frequency response of the adaptive line enhance Figure 5:1IR¢ cost function

prediction filter before, and after, a step in theut
sinusoid's frequency. Before the step, the passbanthe
left is centered at the frequency of the sinusdifier the
step, this passband disappears slowly, while tkshzand on
the right, which is at the new frequency of the uihp
sinusoid, is quickly developed. The result of thésthat
unnecessary noise is passed through the adaptive i
enhancer prediction filter at the past frequencyhef input
sinusoid.

3. IIRADAPTIVE LINE ENHANCER

A more effective approach to designing an adapline
enhancer is to use an IR prediction filter witle fiollowing
transfer function:

(1-a)e!?™®

Wiz) = 1-ael?® 7zt

3

This transfer function is a single-pole band piter.
The frequency response of this filter is controlled two
coefficients, ¢ and a. The coefficiente determines the
center frequency of the filter's passband by nogathe pole
location in the z-plane. The coefficient determines the
width of the passband by determining the radiuthefpole
in the unit circle.

By adapting these coefficients in such a way that
center frequency of the passband is placed atréwgiéncy
of the input sinusoid, and the width of the passb&n
minimized, this filter is very effective at rejeag noise from
the input sinusoid.

Figure 4 shows the block diagram of the adapiive |
enhancer algorithm used to simultaneously adaptlifRe
prediction filter's coefficients. The coefficient is adapted
by minimizing the cost function E|efi)and thex coefficient
is adapted by maximizing the cost function,B}}.

The LMS algorithm is one method of adapting these
coefficients in order to maximize, or minimize, thalue of
the cost function. This is done by approximating ¥halue of
the cost function based on the current filter doffts, the
input signal, and the error signal. Then, basedhenslope
of the cost function at that point, the filter digénts are
adjusted in the direction of the slope, which maesvalue
of the cost function either towards its minimum, its
maximum.

A plot of the cost function used to adapis shown in
Figure 5. Clearly, the minimum value of the costdiion
corresponds to the input sinusoid's frequency. By
minimizing the value of this cost function, the mnt
approximation ofp will approach the input sinusoid’s
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Figure 6: lIRa cost function before and after a step in the input sinusoid'gtiency.

bandwidth has to be expanded in order to speedecgence

Table 1: IIR adaptive line enhancer algorithm e : . ) .
P g of theo coefficient to its optimal value, and it resultstio

(4) opposing constraints. First, the valuexahust be kept small
in order to decrease the coefficient's convergence time;
and second, the value efmust be kept near one in order to

Hy = tho (1= a(i))’

m(i) = @-a())x(i) +a(i)y(i -1) (5)  maximize noise rejected from the input sinusoid thg
) o) adaptive line enhancer. Consequently, a cost fumatiust
y(i) = m(i)e’ (6)  be selected that will minimize the value gfwheng is far
N = i o from the frequency of the input sinusoid, and maz@arits
o) =x(+D - y(0) (7) value otherwise. The cost function Hi)° meets this
(i o i - . criteria [3][4], where:
YO 1m0 LD o i) ®) el
op(i) op(i =1
* . /1+a .
5 . i i) =.——vy() . 14

Figure 6 shows a plot of thecost function for different
#3+1) =) —,U¢D¢2 (20) distances between the curr_ent estimate,and its optimal
value @,. Note that whenp is far from ¢, the maximum

& () o X (i-D) ., value of the cost function is near 0, andpagpproaches,,
Ja—(i):e : W(')[O’(l)m‘e (i-1)] (11) this maximum moves toward one. Consequently, by

maximizing the value of this cost function, the ualof a

s _S1+a() oy () ly@)? can be adapted in such a way that the opposingrearts

Had = 21_ a(i) Rely(1) Ja(i)] *+2 1-a(i))? (12)  are met. Table 1 shows a listing of the resultidapdive line

enhancer algorithm. Note that the value ofmust be
explicitly limited between zero and one in ordekeep the

ai +D=a)0u0q¢ (13) transfer function's pole within the unit circle.

Finally, Figure 7 shows the frequency respons¢hef
IIR prediction filter before, and after, a stepthe input
sinusoid's frequency. As can be seen, the old &equ of
the input sinusoid is completely forgotten shodRer the
step. In other words, the IIR adaptive line enhadoes not
suffer from the memory effect that limits the trangk ability
of the FIR adaptive line enhancer. Also, the figshews a
temporary expansion of the prediction filter's passl. This

frequencyg,, and place the center of the prediction filter's
passband at that frequency.

The o cost function is plotted for several valuesipfn
order to show that the slope of the cost functisrvery
dependent on. For a values near one, the slope is very
small except near the frequency of the input siitliso
Consequently, the adaptive line enhancer will cogee
slowly as for values od near one, and faster for valuesoof
near zero. This has the unfortunate effect that filher
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Figure 8: Time-varying carrier frequency offset sad by
the Doppler effect in inter-vehicle communication.

is due to the adaptation af which is required to minimize
the convergence time of tipecoefficient.

4. FIR POST-FILTER

After the convergence of the IIR adaptive line erdear'se
coefficient, the frequency of the input sinusoiki®wn by
the system. This allows a band pass post-filteopgration
to be applied to the adaptive line enhancer'sutiidignal in
order to achieve further noise rejection.

This filter is implemented as an FIR band pageffil
with the center frequency being determined by the |
adaptive line enhancer. The transfer function ixf fitter is:

_ejzw" NI j2mp,i -i
H(Z)—TZe z

i=0

(15)

where @ is the desired center frequency determined by the

IIR adaptive line enhancer. This transfer functiepresents
a filter made up of zeros spaced equally arounduttié
circle. It can be shown, using the method of Lagean
multipliers, that this transfer function is the ioml FIR
filter for use in removing noise from a sinusoidribd in
white noise [4]. Although the input signal to thespfilter is
a sinusoid buried in noise that has been coloredhey
adaptive line enhancer, it will be shown that tlstfilter is
effective at further noise rejection.

Finally, by noting that this transfer function &
geometric series, an equivalent transfer functiam be
derived that is much more efficient to implement:

€120 1_ gN eI 28N ;N
N l_ﬁeIZWU Z_l

H(2)= (16)
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Figure 9: Tracking comparison of the three adaptine
enhancer (ALE) algorithms

where § is a constant that is slightly less than one. The
purpose for addin@ to the transfer function is to keep the
pole inside the unit circle, and to ensure stabitif the
algorithm.

5.SIMULATION RESULTS

A common scenario that necessitates the trackinghef
carrier frequency offset due to Doppler shifts nisimter-
vehicle communications. Assume two vehicles are
communicating wirelessly as they pass each othémggo
opposite directions on the freeway. Due to the Depp
effect, the relative velocity between these vekioldl cause

a time-varying shift in the carrier frequency offsigat must
be tracked by the adaptive line enhancer. Figuskdvs an
example of the Doppler shift as seen by the careeovery
algorithm.

Based on this scenario, simulations have been tione
compare the effectiveness of each of the adapiive |
enhancer algorithms in tracking changes in theierarr
frequency offset. This is done by comparing a tawerage
of the excess mean-square error, during the trgosirase
of the simulation, as a relative measure of eagbriahm's
effectiveness. Mathematically, this is defined as:

fea>\</ceess: aVE‘fag‘éE | e(i) |2 _02) . (17)

Finally, the convergence rate of the FIR adaplinve

enhancer is determined by the signal-to-noise .ratio
Consequently £3v... is measured over a range of signal-to-
noise ratios.

Fiaure 9 shows the results of the simulationscés be
seen, {aess IS much higher for the FIR adaptive line
enhancer due to the memory effect. Also, the lIRpaigle
line enhancer results in a significant improvemever the

FIR implementation, especially for high signal-toise



ratios. Finally, the postfilter adds an additioadlvantage to
that of the IIR adaptive line enhancer.

6. CONCLUSION

In conclusion, an IIR adaptive line enhancer athor
and a companion postfiltering operation has beesgmted
that results in a significant improvement in theiseo
rejection that can be attained over the FIR adapline
enhancer algorithm. This results from the IR at@pline
enhancer's lack of a memory of past input frequeenand
the optimal filtering capabilities of the postfilteAlthough
the exact numbers in this simulation will not matcbse of
certain systems, the effective result will be thens, that of
significant noise rejection from the input sinusoid
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