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ABSTRACT Moreover this type of technique optimizes the giwri
between the software and the hardware of the execut
This paper deals wittommon operatorsised to perform platform.
multi-standard, multi-function applications. In aygition The following part shows how aommon operators
with highly complex communication components, eachapproach aims at improving multi-standard SDR sgste
exclusively dedicated to a given standard ("Velcro"operation in terms of reconfiguration time and perfance.
approach), we argue that one of the key point iwsme  Then we introduce two commonly used operators ilRSD
radio is the (re)use of modular operators as pregpas [1].  systems which are FIR filter and CORDIC. From this
Those operators can adapt their behavior accordintpe  extract parameters that can be used to design tpzsators
function to realize by parameters change. Thiscetdis the on common operators The final part of this paper
need to dynamically adapt systems architecture hat t introduces an example of CORDIC implementation veith
hardware level. Taking into account the possibilifypartial common operatorspproach in a MIMO context. Then we
reconfiguration offered by the FPGA [2], we canamfigure  conclude on the result of this work.
common operatorsvhile the rest of the design is still
running.Common operatorapproach also offers possibility 2. COMMON OPERATORS APPROACH
to use reconfiguration by difference that aims educing
bitstream size and then decrease the cost of th@ommon operatorgapproach aims at, independently of the
reconfiguration in terms of memory and time allomat standard, researching the minimum number of higlesst
operators, which are used in a maximum of functiohs
maximum of standards implemented in a unique dese
1. INTRODUCTION standards and functions proposed for communication
systems grew up drastically, it can be derived dynbe
Software radio basically refers to a collectiortethniques usefull to have a maximum reuse of processing elésne
that permit the reconfiguration of communicatiorstsyns Common operators approach gives an interesting
without changing any hardware part. We can see thaeh opportunity to perform the maximum reuse of harcwgart
one of the challenges of future generation of comipation  for multi-standard, multi-function systems. Thispapach
systems is the reconfiguration of the device. Thisaims at increasing the granularity of classicathametic
reconfiguration may be needed at highest levehefsystem operators in the context of multi-standard SDR esyst
as at lowest level. Highest has to be understooe lile a  design. Fig. 1 shows how thosemmon operatorsan be
complete reconfiguration of a system (for a stadddrange identified. Reference [3] proposes a formal methmdind
for example). Lowest level represents local regpmfition  the optimalcommon operatordor a given multi-standard

(like bug fixing). system by a graph optimization.

The topic of this paper is to give an overviewhd#dommon

operatorsapproach on dynamically reconfigurable platform Function Operator

and show examples of implementation of such opesafs ML.M&‘ Function Basic coarse| [ Fine |
. umTS i Application =gl function rain i

we will see, we argue that such operators offearswer to : | seeengostn l S gramn

successful reconfiguration of SDR systems. Indeied, — _— ¥ w| A e _cse 4] e

opposition with static communication component, the||| s E e =

(re)use ofcommon operatorgrhich can adapt their behavior : e e TN gl i

according to functions needs are key points inngft radio

architectures. Parameterization studies become @y ve Fig.1Common operatardefinition

important issue in this context, mainly becausdeitreases

the size of the software to be downloaded, and lsésause The main characteristic of @mmon operators its ability

it shortens the runtime of the software reconfijora o change its behavior by parameterization in otdeealize
different operations at different times. It is inn@mt to
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notice that, as such operator has to be generiggbnto be  FIR IP with different coefficients and architectsite face to
reused in different contexts, it will not have tisame standard change is relatively important. From gast, we
performance as a dedicated one. can imagine a FIR that can reconfigure its coedfits and
Make an operator generic also offers the posgibiit  behavior (tap number, filter size or over samplagior). It
consider on-the-fly reconfiguration. With simpledaquick  is important to notice that this kind of architaetus still
parameterization indeed@mmon operatocan change its generic. Indeed our goal is to realize an openattir re use
behavior and give the possibility to perform afacility.

reconfiguration in a short time. Nevertheless aswilesee

in this document this approach offers a good tmeffien 3.2 Design Methodology

terms of complexity and cost (in area occupatiord an _ _
resource). In a software radio context, architecture has to be

reconfigurable, but the ways to implement it magyyvd his
3. FINITE IMPULSE RESPONSE (FIR) OPERATOR reconfiguration can be made at system level (fanddrd
change for example) or at local level (behaviomgjeaof an
This part presents a FIR filteommon operatoarchitecture ~ OPerator). We investigate the second propositiae.he
for software radio applications. This filter is dpsed fora A FIR operator has been designed with a static and
FPGA implementation in order to take advantage oféconfigurable part. Its static part is a compotal part
reconfiguration possibilities of this technologydeed in a  that does not need to be reconfigured, and coistiocated
software radio context, systems may have to dyraliyic N the reconfigurable part. FIR control is manabgd finite
adapt architecture at the hardware level. Furtheemwe State machine (FSM) that can handle numerous
will see that this approach, combined with partialconfigurations of filters. Keep also in mind thaRAP can

reconfiguration, aims at coping with on-the-fly Pe duplicated and pipelined in order to realize enor
reconfiguration. powerful and complex FIR functions.

3.1 Classical Approach 3.3 FIR Design

A FIR is a well known operator for the implemertatiof =~ FSM has two main entries: number of taps (modulart)

filtering functions. Fig.2 shows a representatioh oR  filter size (number of coefficients, modulo 8). @asents
function. are stored into Block SelectRAM configured as ROMis

solution decreases risks of erroneous FIR respimimszent
to addressing problems after a reconfiguration .step
Moreover we take advantage here of reconfiguration
capacity of FPGA by decreasing logic control. Weade a
dynamic of 8 bits for data and coefficients foisti®, which
can cope with many situations. Fig.3 shows a remtesion

o) of the IP architecture.

) \E A\t Wt & A key point for reconfiguration is that as filteoefficients
Fig.2 Finite Impulse Response (FIR) filter are stored in Block SelectRAM, a partial reconfagion

with a reconfiguration by difference can be donlee Tise of
Mathematical expression is given by the followingiation:  such reconfiguration aims on one hand at decreasing
bitstream size for reconfiguration, and on the othend at
authorizing on-the-fly reconfiguration.

k=N-1

vin) = Z h{k)xin—£k)

k:{.) . . Data in

There are many FIR's architecture in the literat@ach of —
them specialized in a certain context. We can find  select data
optimization in speed computation, in area occ@padr  select over sample
whatever. The coefficients choice shapes the fitegguency factor
response. In a classical approach those coefficim®t set
once at design time and can not be changed. Thére if
system needs to reconfigure itself, it has to efas®ious
filter and implement a new one. As we can imagomwethe Data out FIR 4TAP Processing part Static part
one hand this can not cope with on-the-fly recanfigion as D
this would require too much time for such an amooit
data. On the other hand memory resources needstbre

Coefficients

Fig.3 FIR architecture
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In a running system indeed, as only a sub-path®fRPGA  approximately equal to 0. Furthermore, a CORDICraiic
(Block SelectRAM for coefficients) is reconfigureithe rest  rotation is a rotation with an intrinsic increasairgof the
of the FPGA is still in operation. Reconfiguratidty = magnitude of the vector quantified by the factor A:
difference methodology aims at generating a basire

underlying only the changes done between the pusvemd ~ An= []( 1 + 2%)*

the current configuration. In this case, for caméfts n

change, only some memory slices are changed, s$dhitha The CORDIC method can be employed in two different
bitstream generated by this method is drasticatigler in modes, known as the “rotation” mode and the “véctor
size than original one. _ mode. In the rotation mode, the co-ordinate comptsef
This architecture has been Implemented OWIRTEX IL a vector and an ang|e of rotation are given and cire

Configuration was one IP FIR_4TAP, in order to pamf  ordinate components of the original vector, aftetation
over-sampling factor of 2 and 4 which are classigdlies t0  ine co-ordinate components of a vector are givenh the

reaqh the pe_rformance.for UMT$. For this configorat magnitude and angular argument of the original areate
partial reconfiguration bitstream size obtaineddifference computed.

is 2 KB, whereas a usual partial bitstream is nfeam
850 KB. Repercussion of such a size reduction is a
diminution of resource occupancy and also a redoctif
time reconfiguration (depending on the communicatiois V'’
used for the design). It is not in the scope of théaper to (VAR S
expose the complete methodology to design such an
operator but it's an important part of the work ded to
perform this realization [4].

4. CORDIC OPERATOR

» X

This part presents CORDIC (COordinate Rotation t2lgi X’ X
Computing) concept that allows the computing of
elementary operations such as products, divisiond a
trigonometric functions. It performs rotations vatit using
multiplication operations.

Fig. 4 Rotation of vector V in the Cartesian plane
4.2 CORDIC operator architecture

An architecture of CORDIC operator is proposed lagd&
[6]. It's a simple and effective method for calding a
range of complex functions, which relies on a téghe of
additions and shifters. The CORDIC operator catesla
most trigonometric-based functions by approximatidhe
iterative structure of the CORDIC algorithm makesgible
an implementation using the pipeline structure igf b thus
limiting critical path length in such a way as tpesd up

4.1 Principle of the CORDIC algorithm

In the CORDIC concept [5], a rotation of 2-D vectsr
performed with a required angiedecomposing this into a
sum of micro-rotations of elementary anglgexpressed as
values depending on theth power of 2 that can be
performed by hardware through simple shift-add afien.
The result is more and more accurate as the number

. . . . ; . operation.

iterations n increases since the vector orientatien

successively closer to its target. = v a

The CORDIC algorithm for trigonometric computing is —}—}

defined by the equations:
X1 = Xi— o . dy wheredy; = y; x 2- I . constant;
Vi1 =i+ dj. dx dx = xi x 2'i_ T signeof] | ] l !
a1 =ai—d.da da = tan-1(2) g e T e e

Wherex andy are the coordinates of the vector as shown ir ;

Fig. 4, a is the angle accumulator that stores the effective| [Ceordic_pipe B Pl %1

rotation, andd is the sign of rotation. The general principle

of the CORDIC algorithm consists of making the tiota v+

vector turn in the appropriate direction by an @agingly EE -

. Fig. 5 CORDIC operator pipeline architecture
small angle until the angla or the valuesx andy are ¢ P PP
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5. SCENARIO OF RECONFIGURATION OF CORDIC
OPERATOR

This part presents a scenario of reconfiguratioroliring
CORDIC operator.
implementation points of view in the context of allkiple-
Input Multiple-Output (MIMO) system. MIMO is one dtifie

most promising technologies to enhance the wireles
communications performances because of the incremse F“X =

terms of bandwidth capacity it may provide [7]. the
various MIMO detection algorithms, V-BLAST squai@t

Iteration: Fori=0 to M—1

Step 2:Determine the minimum norm of the linesR}f*and
permutate this line so that it becomes the last drs
means to determine the optimal detecting ordeibtaio the

It highlights both application and strongest transmit signalikewise permutate the index of

the received symbol correspondingly. Perform a aupit
transformation that satisfies relationship (3).

|: Pl ::'—1 j:,:.:-—lxl —|
0 o ©)
As for equation (2),> is a unitary transformation that

decoder is an interesting trade-off to obtain ahhig transformsP*? into an upper triangular matrix.

performance with a reasonable complexity.

5.1. Description of the
algorithm

“V-BLAST Square Root”

Step 3:UpdateQ, on the basis o,
Step 4:Calculate the MMSHulling vectors

Wi= Pi q gii (4)
Step 5:Calculate the strongest transmit sighal
Di=WiT; (5)

The “V-BLAST Square Root” algorithm is proposed by Step 6: Slice y; to the nearest value in the signal

B. Hassibi [8]; it avoids the repeated calculatioh the
pseudo-inverse of the channel matrix, as well asntlatrix
inversion by using unitary transformations. It makessible
the reduction of the calculation load fraB{M*) to O(M?)
without degrading the BER. To do this, B. Hassibesi a
recurrence relationship well known in adaptiRLS
(Recursive Least Square) filtering. He demonstr#tes if
one applies a Givens rotation sequence to the newe
relationship, one obtainB*? afteri iterations. But it still
remains to calculat®,. The best solution will be to apply a
relationship that provideB*? andQ, at the same time. This
is why B. Hassibi puts forward a new recurrencatiehship
starting from the preceding matrix block, to whigh adds a
block vector.

The algorithm is summarized below:

Step 1:Calculation ofP? andQ,,

- Initialization
I : |
1 H__ s R_]] =0 -
U‘M(] E] LETE | with PJ] _.ux.w: ﬁ I . Qg _ 0_\.,_”,
_ e:_'.'.—l QJ_'.'.—M 1
-fori=1toN
1 H:PMR_]] Tar=ar —l ® OPM —l
0 1,:3_]1 L | 9: _ o R] pAr=ar
_ g:.'.'z] Q _]_‘.'f.!a' 1 % Q = 1
L ] ] (2)
End

After N iterations one obtairR"%, =PY? , Qu=Q,,

Q representing thd" iteration withQy initialized to 0,
¢ indicates thé™ column of the identity matrix,

O, corresponds to a unitary transformation,
transforms the matrix of equation (2) into a lowrgingular
matrix. The methods for finding this type of unjtar
transformation are well known [8].

constellation
§i= decision(y;) ) (6
Step 7: Cancel the interference of the sliced strongest
transmit signal from the vector of received sigraaid return
to step 2
ra=ri—hs
End

()

5.2. Functional description of the “V-BLAST Square
Root” algorithm

The architecture of the “V-BLAST square-root” MIMO
decoder is illustrated in Fig. 6. It consists op®cessing
modules. The inputs consist of the received messagad
the values of the channel matiik The first three modules
(My, My, Ms) perform the decomposition of the matiik
using unitary transformations. These modules cateuthe
dimensionsP*?, Q, (Stepl), pi (Step2) andq*.; (Step3).
The next moduldvl, determines the optimal decoding order
and calculates the vectow, (nulling vecto) (Step 4).
Module M5 decides the transmitted symbol vector (S&ep
and the last modul&s performs interference cancellation
between the symbols (St&p

H
Unitary Unitary
input data transformation @, pit transformation Zi
=
T
!
1

¥ ¥ ¥

My
Unitary

transformation X
2 l 2

B M Wy
Calculation of [*
v and 5,

i
[ output data

G Calculation of

nulling wectors

Interferences

Cancellation

which Fig. 6 Functional architecture of the “V-Blast sggsaoot” MIMO

decoder
The three modules M;, M,, Mz) exhibit similar
architectures. These modules are designed usingDOOR
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operators (see example below for the calculatioR'Gfand
Q. in module M). Instead of performing QR decomposition
by a triangular network, we use a CORDIC-based 1@&ve
rotation sequence.

5.3. Square Root Decoder based on CORDIC operator

A total parallel architecture of the calculationR3fand

Qg in moduleM1 is shown in Fig. 7. This calculation
requires 29 CORDIC operators in rotation mode. Tunsy
different anglesdl, 62, ¢1, 92, 63, 64, ¢3, p4) that are pre-
calculated by a CORDIC operator in vectoring mautzt (
shown in Fig. 7).

P¥2and Q

Fig. 7 Calculation oP*?andQ, in the modulelZ1 in total parallel
structure

This total parallel structure may lead to a wasfe o
computational capabilities, since tbemmon operatorare

implemented repetitively and they do not work & Hame

reconfigurable hardware to improve the configuratione,
area efficiency and flexibility.

Our approach splits the processing into a staticlviare
skeleton which is composed of decoding processing
elements and a reconfigurable part where the
interconnections are mapped and can evolved atima-
depending on the step of processing to performthia
approach, dynamic reconfiguration is used to chathge
state of interconnections instead of multiplexdesery
cycle shown in Fig.8 represents one state of makggs.

P and
Cyele iIs—=| | &
Cyele 5=5—=|| = o || o o
) ) i > Gyoled
@y@'@‘g 2, 2, 2,
04 63 B ||=> Cysles
Cyele 6~— 0
Cyele 7 2 % - Cysle 8
Cyele§=| | 2 @, 2, 2, 2,
. Oyl 10
P2and Q
Fig. 8 Calculation oP*?andQ, in the moduléM1 in iterative
structure

The main computation is preformed in the CORDIC
operator and only the interconnections between theen
changed at certain regularly moment. Fig. 9 illsts the
entire decoder architecture which contains two gpafhe
first one is a fixed part that contains 4 CORDIdtsi{3
CRUs: CORDIC Rotation Unit and 1 CVU: CORDIC
Vectoring Unit), a multiplier and an adder or suéstor.

time. Therefore the iterative use of several CORDICThe second one is the reconfigurable one, allovitme

operators can optimize the resources. So an Werati
structure of decoder can be implemented usingxXample
three parallel CORDIC operators instead of 29 CORDI
operators in the total parallel structure. The nembf

implementation of interconnections between fixedrt pa
modules. In the reconfigurable part, only routingda
registers are implemented. The same register =gland
routed in the same area of FPGA in order to rethn

CORDIC operators can be changed to adapt differeninformation stored in the register after a recamfigion. It

requirements of wireless communication (differenimter

of antennas and different throughputs) [9].

All iterations of CORDIC algorithm are performed in
parallel, using a 20 steps pipelined structure. inpeat data
of the CORDIC periodically changes and static
implementation of the interconnections frameworkssua
great number of multiplexers to switch from one
interconnection context to the next one. They taket of
surface of FPGA and lead to waste of power consiampt
Nevertheless, these multiplexers remain in the sarag
during 20 steps of CORDIC operations. The onlyatéhce
between every 20 steps is the interconnectionss Tduit
lets inspire the implementation on dynamically

reduces power consumption because only wire ressurc
are used in the reconfigurable module.

Reconfigurable Area Fixed Area

BM
Adder/Substracto!

RGEO
RGE1
RGE2[*
RGE3

Multiplier

(@] (@] 0
Py Py Py
C [ (e

——

Fig. 9 Position of fixed modules and reconfigurabiedule
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The reconfigurable part is connected to the modofdixed
part through LUT-based Bus Macro provided by Xilitax
ensure the right place and routing crossing ovetigba

reconfigurable area. This MIMO decoder for 2 angnn

system with QPSK signal constellation is implemdme a

Virtex-1l xc2v-2000 form Xilinx. Table 1 shows some

synthesis results of fixed part and reconfigurapéet of
decoder.

Target FPG Number of Flip Flops Reconf
. ) slices )
Xilinx Virtex-Il time
Without Reconf 4505(40%) 5927(27%) 16ms
Fixed part 2857(26%)| 4766(22%) 12ms
Reconf part 1 85 148 0.4ms
Reconf part 2 85 148 0.4ms

Table 1: Synthesis results of MIMO decoder

It can save about 36% slices comparing to the plaker
based decoder. In this table, the transmission fioma Host
to FPGA is not counted and the reconfiguration siraee
calculated by the size of Bitstreams and ICAP fezmy of
Xilinx FPGA. In this application, several
operators are reused iteratively asomamon operatoin the
MIMO decoding algorithm. The synthesis results shbes
configuration time, area efficiency and flexibiligf MIMO
decoder improvement,
reconfiguration in the CORDIC common operator

Furthermore, the CORDIC algorithm is widely used fo

CORDIC

by using the dynamic partial

“half-reconfigurable” common operatorscan be then
implemented and cope with dynamic reconfiguration f
SDR systems. We also introduce the FPGA facilityeims

of reconfiguration. This, combined with partial
reconfiguration and reconfiguration by differendgs an
important impact on bitstream size. Use of such
methodology decreases drastically the size ofrbasts and
without doubt offers shorter reconfiguration tirewell as
releases memory resources.
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