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This paper presents the implementation of a solely Cordic 
based linear equalizer for CDMA (including descrambling 
and dispreading) on a software defined architecture. The 
performance of this approach is compared to the Rake 
receiver. We formulate the different detection concepts in a 
common matrix notation and discuss their performance in 
an UTRA-FDD environment. Simulations confirm the 
presented results. 
 Figure 1: Software defined baseband processing for WLAN 

and UTRA using the RACE accelerator 1. INTRODUCTION 
 
A lot of modern signal processing applications require such 
a high computational power that only ASICs can fulfill the 
technical demands. Unfortunately, ASICs are inflexible, 
costly (development and debugging) and only economical 
for mass-products.  As a consequence, system designers are 
striving to replace specialized hardware solutions with 
software based solutions as developments in the field of 
software radio demonstrate. Due to the fact that even the 
most commonly used programmable devices, i.e. DSPs, 
often lack the required processing power, one tries to 
develop a solution that lays somewhere in between the two 
extrema programmable signal processing and dedicated 
hardware. The efforts in this area are summarized with the 
term reconfigurable computing.  
 
Within the framework of the MoReTeX1 project this 
approach is used to create a common software defined 
baseband implementation for UTRA-FDD and WLAN as 
shown in Figure 1. The most computational intensive tasks 
are performed on a dedicated hardware accelerator called 
RACE using Cordic processing elements. The 
implementation of the FFT on a Cordic based architecture 
has been shown in [11]. This paper presents the 
implementation of a Cordic based linear equalizer, 

including descrambling and despreading, on the same 
architecture. The original Rake [1-4] receiver can also be 
described in our matrix-vector notation, such that it can be 
compared to our approach.  
 
As the equalizer and the FFT can now be build upon solely 
Cordics, we have derived a reconfigurable (software 
defined) architecture for a mobile multi-standard terminal 
and the main processing blocks of the WLAN and UMTS 
baseband can be replaced by this programmable 
architecture. 
 
The paper is organized as follows. At first, the RACE 
accelerator architecture is described in Section 1. Then the 
system model, followed by a derivation of the Cordic based 
algorithm is presented. The comparison to the Rake and a 
channel inversion approach is shown in Sections 2-5. Then 
an overview of the implementation is given in Section 6. In 
Section 7 we show the simulation results in an UTRA-FDD 
environment, followed by the conclusions in Section 8. 
 

2. ACCELERATOR 
 
The equalizer is implemented on the programmable 
hardware accelerator (RACE [7]) shown in Figure 2. The 
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RACE can be described as an algorithm specific instruction 
set processor (ASIP) with a limited instruction set that is 
optimized for different classes of  algorithms. In this case 
the class is composed of matrix based algorithms that can be 
performed by enhanced CORDIC operations.  
 
The accelerator contains several processing elements (PE) 
in parallel that perform the computations, a Data RAM to 
store values and a Configuration RAM in conjunction with 
a finite state-machine (FSM) to control the data flow. 
 
Here, the RACE is embedded in a processor environment 
where it is connected to the system bus via a bus wrapper, 
which has direct memory access (DMA) capability and 
thereby controls the dataflow into and out of the RACE. 
The processor itself is freed from all data moving tasks and 
is just informed by an interrupt when the results of an 
operation are available. 
 

3. SYSTEM MODEL 
 

Consider a CDMA downlink where all u users share the 
same channel and the first user is the desired one. Thus the 
received signal also contains the signal of the other users. 
The system model used is shown in Figure 3. 
 
The incoming m complex data symbols of user i, collected 
in the vector di, are first upsampled by the spreading factor 
q, so that one symbol now consists of q chips. Each 
upsampled symbol is now convolved with an OVSF code 
[8] contained in the vector si of length q. Finally, the 
summed data streams are scrambled with the complex data 

sequence in vector c which is repeated for every data frame 
and has got 38400 elements (chips) in UTRA-FDD. 
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The received chips are now obtained by propagating the 
signal through a channel, which is characterized by its 
complex valued channel impulse response vector h of 
length hl, and adding an AWGN component n. Therefore 
the received data vector  r is given by 
  
  (1) 

1

u

i i
i=

= + ∑r n HC S d
 
where H is a convolution matrix describing the per-symbol 
variant complex channel, C is a complex valued diagonal 
matrix containing the scrambling code c on its main 
diagonal and Si is a block Toeplitz spreading matrix. In this 
matrix each  block is one column wide and contains the 
OVSF code for the i-th data stream.  

Figure 2: RACE architectural overview 

 
For the proposed algorithm it is assumed that the received 
signal r has already passed the chip matched filter and has 
been sampled at chip rate. We also assume that the channel 
impulse response h is known, as the channel estimation is 
not a part of this paper. As we are just interested in the 
symbols of the first user, we will treat the other users as an 
additional noise component. Therefore: 
 
  (2) 1 1

2
'   with  '

u

i i
i=

= + = + ∑r n HCS d n n HC S d
 
The structures and dimensions of these matrices for one data 
frame are clarified in Figure 4. The column vectors hi of H 
are assumed to be constant for at least one symbol interval. 

The number of symbols m can be calculated from the 
spreading factor q and the length of the scrambling code cl. 
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Figure 3: System model 

Figure 4: Structures of the involved matrices 

 
4. THE RAKE RECEIVER 

 
Consider a four finger Rake receiver as shown in Figure 5. 
Each finger x is fixed to one tap hx of the current channel 
impulse response h at chip-time offset τx (h(τx)=hx) The 
received signal is therefore passed through the four filters 
described by the convolution matrices H1-H4.   
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Note that the coefficients and time offsets may change after 
one symbol period. 

q

q + hl − 1

k1

k2

kd

·d1 + n′ = r with ki = hi ∗ (diag(ci)s1)

m
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Figure 7: Rake receiver principle 

Basically these matrices are diagonal matrices having one 
channel coefficient hx on the τx-th diagonal, corresponding 
to the tap delay. The results of these filters are accumulated, 

Figure 5: Structure of the system matrix K. 

descrambled by CH and finally despread using S1
H to obtain 

the users symbols 1 . The filtering of r by the four filters 
H

d
1-H4 can also be described by one single filter having the 

convolution matrix 1 2 3 4 . The difference 
between and H is just that the channel coefficients not 
used for the Rake receiver are set to zero in  (Figure 6). 
Hence, the estimated symbols for the Rake receiver are 
derived by: 

ˆ = + + +H H H H H
Ĥ

Ĥ

 
  (3) Rake

ˆH H H= 1d S C H r
 

 
 
 
 
 
 
 
 
 
 
 

5. THE CORDIC BASED LINEAR EQUALIZER 
 
When we have a close look at the structure of the matrices 
involved in the computation as shown in Figure 4, we will 
notice that there are several characteristic properties that can 
be exploited to simplify the calculation of the data symbols. 
In our approach the H, C and S1 matrices are multiplied to 
get the system matrix K = HCS1 of width m. This matrix 
will be used to calculate the desired data symbols. The 
structure of K is shown in Figure 7. The nonzero column 
vectors are calculated by convolving the channel impulse 
response with the scrambled spreading code. As the 
scrambled spreading code just has got ±1±j entries the 
system matrix can be build without using multiplications. 
 

 It is obvious that K has got a very sparse structure which 
can be exploited as described in Section 6, to reduce the 
computational efford to solve the linear system. 
 
5.1. Symbol estimation 
 
By now the detection of the data symbols can be simplified 
to the form 1

ˆ =Kd r . This overdetermined linear system of 
equations can now easily be solved in the least squares (LS) 
sense by a QR-decomposition which can be implemented 
efficiently on a systolic processor array [5][6] using Cordic 
processor elements (PE) to perform Givens-transformations. 

h

h1

h2

h4

h3

τ1

H Ĥ Therefore the estimated data symbols are obtained as: 
 
  (4) # 1 1

LS 1( ) ( )H H H H H− −= = =d K r K K K r K K S C H rH

H r

 
Our LS approach, when used as an alternative to the Rake 
receiver, estimates the symbols by using 1  instead 
of K. Therefore it only uses the same channel taps as the 
Rake receiver. Then: 

ˆ ˆ=K HCS

Figure 6: The resulting channel matrix (assuming a constant 
channel) for the Rake receiver.  

  (5) # 1
Rake LS

ˆ ˆ ˆ ˆ ˆ ˆ ˆand ( )H H −= = =d K r d K r K K K
 
5.2. Comparison to the Rake receiver 
 
Obviously the only difference between the Rake receiver 
and our linear equalizer is the term 1ˆ ˆ( )H −K K . If a one tap 
channel is assumed, this factor is reduced to just a scaling of  
the symbols (the column vectors in do not overlap) and 
the performance is equal to the Rake (Figure 8).  When the 
length of h grows and the  in K start overlapping, the 
secondary diagonals in will get occupied, too. The 
number of  occupied secondary diagonals in is equal 
to the maximum number of ik overlapping in one row of 

. Also, the values on the main secondary diagonals 
become very small (one or two decimal powers) if the 
spreading factor is large compared to the length of the 
channel. Therefore, can be approximated by just 
calculating the main diagonal values in these cases. 

K̂

ˆ
ik ˆ

ˆ ˆHK K
ˆ ˆHK K

ˆ
K̂

ˆ ˆHK K
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So one could say the LS approach is canceling the inter 
symbol interference, which the Rake does not. Even a Rake 
utilizing the whole channel impulse response will never 
achieve the performance of our approach.  
 
5.3. Comparison to LS channel equalization only 
 
Several other approaches exists which equalize the channel 
by a least squares algorithm, but do the despreading and 
descrambling separately. In this case the estimated symbols 
are derived as: 
 
  (6) 
 
In the noiseless case this approach gives the best 
performance. The Rake receiver has got the worst 
performance then, as it is the matched filter approach to the 
channel only LS. Our approach’s performance lies in-
between, as it is a Rake like matched filter but with an 
approximate elimination of ISI. 
 
5.4. Interpreting the simulation results 
 
If we have a look at the simulation results in Figure 12 of 
Section 7,  it can be seen that the Rake and our linear 
equalizer approach have got a better performance for low 
SNRs (which is crucial in mobile applications) compared to 
the channel only LS, whereas the channel equalizer gets 
better for high SNRs. To understand this behavior, we have 
a look at the noise enhancement of the three different 
approaches. As r can be expressed as n’+r1 for r1= HCS1d1 
the noise dependent terms are: 
 
 
  (7) 
 
 
Note that n’ is not white anymore – It also contains the 
other user’s data. However, it is easy to see that the noise 
enhancement of the Rake and the linear equalizer performs 
similar. Again the LS approach has got a small advantage 
because of the ISI correction. In case of the channel LS, the 

effects of the colored noise become obvious as shown in the 
simulation results (Section 7). 

m

hl = 1 hl > 1

K̂HK̂

  
6. IMPLEMENTATION OF THE EQUALIZER 

 
The over determined linear system dLS=K#r is solved in the 
least squares sense by a QR-decomposition which can be 
implemented efficiently using Cordic processor elements 
(PE) performing Givens-transformations. 

Figure 8: Structure of depending on the channel length. ˆ ˆHK K
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It is obvious that K can grow to a very large matrix. A 
whole data frame of 150 symbols at spreading factor q=256 
and a channel of length hl=40 would require a K matrix of 
size 38439×150. To overcome this problem the linear 
system is subdivided into overlapping subsystems of 
manageable size as described in [10]. A more detailed 
description of the implementation can be found in [12]. 
 
The algorithm leaves a lot of space for approximations to 
save computational resources. The number of nonzero 
channel taps taken into account, or the accuracy for the 
calculation of R are two examples. When implemented on 
the RACE accelerator this corresponds to just a change of 
the microcode. Currently the implementation of the 
equalizer on a RACE utilizing two parallel Cordic PEs 
needs about 11000 activations to calculate eight data 
symbols at hl=10 and q=256. 

 
7. SIMULATION RESULTS 

 

For the comparison of the three different approaches to each 
other we have used a Matlab based simulation using a 
spreading factor of 16 and a channel using 10 taps with four 
strong taps. The system also contains 4 other users. The 
scrambling and channelization codes have been choosen 
according to the UTRA-FDD standards [8]. The channel 
was assumed to be known perfectly. To calculate the 
symbols the overlapping algorithm described in [12] has 
been used. 
 
Figure 11 shows the uncoded BER for the three different 
approaches if is used as the channel convolution matrix 
for all equalizers. The results show that in this case the 
channel LS has got a disadvantage because of the bad 
condition of . In Figure 12 is still used for the Rake 

receiver, but the LS equalizers are using H now. In this case 
the channel LS gets better with a rising SNR, because the 
quality of  is much better then. 
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Finally Figure 13 shows the coded BER of the Cordic based 
approach in an UTRA-FDD simulation. RACE was used to 
calculate the data symbols. The Rake is implemented with 
four fingers, and the LS equalizer is utilizing the complete 
channel impulse response as the impact on the 
computational complexity is relatively low [12]. As 
expected, the simulation confirms the Matlab based results. 
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 Figure 13: BER in UTRA-FDD simulation Rake vs. LS 
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8. CONCLUSIONS 
 

Our Cordic based least squares approach to an UTRA-FDD 
equalizer has been compared to the Rake receiver and a 
channel inversion approach. We have derived a common 
matrix based notation for all of these approaches and 
compared the performance in an UTRA-FDD environment. 
It was shown that our LS approach has got better 
performance compared to the Rake in any case. Compared 
to the channel inversion approach our equalizer has got an 
advantage for low SNRs. 
 
The Cordic based LS algorithm has been implemented on a 
programmable hardware accelerator and integrated into an 
UTRA-FDD baseband receiver simulation. The simulations 
are confirming our results. Hence, combined with the results 
from [11], we are now able to implement large parts of the 
UTRA and WLAN baseband on the Cordic based 
programmable hardware accelerator. 
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