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Abstract—In this paper, we investigate the effect of delay

in the decision-making and operation of a cognitive radio

engine. In particular applications, such as deep space

communications, communicating with space exploration

equipment throughout the solar system the roundtrip delay

can be minutes to hours. The CE is faced with the task

of making decisions that it will not know of their outcome

after a considerable delay. In this paper, we provide the

system model, and we evaluate various decision strategies

taking into account the expected channel states during the

transmission period. Our results show that the expected

and variance of the amount of delayed feedback have a

significant impact on the decision-making and performance

of the system.

I. INTRODUCTION

In all types of the communications, it takes some time

that a message travels from a transmitter to a receiver.

In addition, it takes some time that the receiver process

the data and notifies the transmitter that the message is

received correctly or not. In result, whenever a trans-

mitter set a new configuration (modulation type, coding,

MIMO techniques, power, ...) and start to transmit, there

will be some delay, until it can have an evaluation about

the quality of its decision. Depending on the distance

and protocols of a communication system, the amount of

delay varies significantly. Nevertheless, in almost all of

the designed CEs for wireless communications [1]–[10],

there is a strong assumption which assumes the CE will

see the result of its decision immediately and perfectly

represent the actual conditions. However, in an actual

implementation, the observed data, i.e., the received

feedback of CE’s decisions or the estimated channel

conditions, are most likely to arrive with differnet amount

of delays. Therefore, it is of paramount importance to

estimate the effect of these degradations on the CE’s

performance. For example, in link adaptation, when the

CE transmits a packet by specific configuration, it’s

assumed that the CE will receive an acknowledgment

(ACK/NACK) immediately; however, even in the LTE-

Advanced (3GPP Release 10) [11]–[13] it’s assumed that

the ACK/NACK will be sent after 4 resource blocks.

Each resource block is assumed to take 0.5 millisec-

onds. Therefore, the CE needs to wait at least for 2

milliseconds to be able to take advantages of the previous

decision’s result. For other communication systems, the

problem is even more serious. For instance, in long-range

HF communications, the CE needs to make multiple

decisions without receiving any feedback on previous

decisions. Furthermore, the behavior of the delay can

be different for various actions. It’s possible that the CE

receives the ACK/NACK of a packet which is sent after

the other packet in advance.

In this paper, we studied the effect of delay on wireless

communication systems by evaluating the relationship

between the amount of delay and CE’s performance.

Then, we analyzed the impact of delay on the perfor-

mance of various CE algorithms.

The first contribution of this paper lies in fully model-

ing the delayed feedback scenario in wireless communi-

cation systems. More specifically, we propose a general

stochastic model for the CE’s decision-making when it’s

operating in a delayed feedback environment.

And the second contribution of this work is analyzing

the delays’ effects on some of the proposed CE algo-

rithms in the literature, and finding the most effective

parameters on their performance.

This paper is organized as follows: Section II provides

an overview of the delayed feedback model for the CE

algorithms, which we are going to use in the paper.

Section III analyzes the effect of delay in different

wireless communication protocols. Finally, Section IV

provides concluding remarks.

II. PROBLEM FORMULATION

To provide a model for delayed feedback scenarios,

we consider a general reinforcement learning model with

delayed rewards [14]. This model is pretty similar to
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the CE model which we used in [1], [6], [15] without

delay. The general CE model needs to make sequential

decisions based on information about the channel sce-

narios, conditions of the radio (power level, capabilities,

etc.), and its own experience which will specifically be

exploited from its experience database. Formally, given a

current channel scenario xt, which is a vector of all fea-

tures of channel scenario at time step t, a set of possible

communication configurations A, which is a complete set

of adjustable communication parameters (i.e. modulation

type, coding rate, antenna technique, etc.), we will have

a set of reward functions Φ ⊂ {ϕ : X × A → R}, and

possible reward values r, for different time steps t.

The CE senses the environment and receives xt, then

chooses an action at from the list of possible actions A
while the environment picks a reward function ϕt ∈ Φ at

the same time. Finally, the CE receives a reward value rt
from the reward function ϕt(xt, at). The CE algorithm

aims to maximize the expected reward
∑

n

t=1
ϕt(xt, at)

which in the link adaptation problem definition [1] is

equal to maximizing
∑

n

t=1
rt(n ≥ 1). To compare the

performance of different CE algorithms, we are going to

use the concept of regret. The regret of a CE is equal

to the difference between the maximum possible reward

in each time step with the reward of an action which is

taken by the operated CE algorithm.

∆n = supa∈A

n
∑

t=1

ϕt(xt, a(xt))−

n
∑

t=1

ϕt(xt, at) (1)

A CE is consistent if it achieves the average reward of

the best possible action. To compare the performance

of different CE algorithms, we are not only interested in

how fast the average regret can be made to converge to 0,

E[∆n]/n → 0, but we are also interested in minimizing

the amount of ∆n that will result in higher throughput,

in the case of maximizing throughput objective. Figure

1 shows the CE operation in the delayed case.

In this work, we assume that the delay at tth time step

(τt) is a constant value and is equal to τ0 which depends

on the communication’s protocol.

III. EFFECTS OF DELAYED FEEDBACK

In wireless communication protocols such as 3G [13],

4G [13], LTE [12], and LTE-Advanced [11] a specific

time-frame for the ACK/NACK is considered. If a radio

doesn’t hear back from the receiver after a certain amount

of time, it will assume that the packet is dropped.

Therefore, in many of the wireless protocols, we can

assume a constant delay for the CE operations where the

CE needs to skip a particular number of decisions, based

on the amount of delay.

CE

Environment

atx t r = ϕ(x ,a )t tt

Parameters: CE action set A, possible channel 

scenarios X, reward function ϕ: � × � →  �,  

At each time step t=1, 2, …, n: 

1. The radio senses the environment condition

(channel scenario) �� ∈ �
2. The CE will take an action �� ∈ �, based on

environment condition ��
3. The reward �� = � ��, ��  is scheduled to be

revealed after �� time steps

4. The CE observes �� = { �′, ��′ : �′ ≤ �, �′ +��′ = �}, i.e., all the reward values scheduled

to be revealed at time step �, together with their 

timestamps. 

Fig. 1. CE operation under delayed modified from [14], [16], [17]

The proposed non-delayed CE algorithms in the lit-

erature need to observe the feedback of the previous

decision to be able to decide about the next configuration.

Therefore, the CE process will be as follows:

• The CE observes the channel conditions at time t
which is xt.

• The CE takes an action at based on the current

channel condition xt.

• The CE waits until receives the feedback of trans-

mitted packet at t+ τt.

• If the channel condition at t + τt is same as the

channel condition at time t, the CE takes the next

action at+τt based on the observed data.

The result of this approach will be lots of idle status of

transmitter on the times that the CE is waiting to hear

back from receiver about the status of transmitted data

packets.

Weinberger & Ordentlich [18] proposed a delay han-

dling strategy for the constant delay (τ0) problem. In

their approach, they assumed a non-delayed CE algo-
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rithm with τ0 independent instants which are operating

in sequences. They showed that the regret bound of the

new algorithm is (τ0)f(n/τ0) [19]. In this method, the

regret bound of the delayed algorithm has a multiplicative

effect on the regret bound of the individual non-delayed

CE algorithm.

To be able to use Weinberger’s strategy, during the

operation of CEs, the channel conditions need to be

constant. In wireless communications, we can assume

that the channel impulse response is essentially invariant

over the time frame, also known as coherence time. The

coherence time is proportional to the Doppler spread, and

the popular rule of thumb for calculating coherence time

in modern digital communication is: [20]

TC =

√

9

16πf2
m

=
0.423

fm
(2)

where fm is the maximum doppler frequency and fm =
νfc/c, where ν is the speed of the receiving or transmit-

ting radio (assuming the other one is stationary), fc is

the radio carrier frequency, and c = 3 × 108m/s is the

speed of light.

To have a better understanding of the above formula,

assuming the classic Jake’s channel model, the envelope

autocorrelation R(τ) of the channel is given by [21]:

R(τ) = J0(2πfmτ) (3)

“The coherence time is the time duration over which

two received signal have a strong potential for amplitude

correlation” [22]. If we consider coherence time as the

time over which the correlation coefficient is greater than

0.5 then the coherence time will be approximately [23]

Tc ≈
9

16πfm
, however this formula is too restrictive and

2 equation is more popular. Figure 2 depicts equation 3

versus delay time for ν ∈ [0, 1, 3, 10, 60] mph and

fc = 2.4GHz. Assuming correlation coefficient greater

than 0.5, from Figure 2, it can be noticed that at walking

speed (3 mph), the channel condition can be considered

stationary for slightly more than 20 ms. However, for the

vehicle speed of 60 mph, this time will be just 3 ms.

Since the channel scenario can be assumed to be

constant, in our CE model, the xt will be constant for

t ≤ TC . Therefore, the reward function ϕt(xt, at) will

be based on the taken action at. As result, if the amount

of delay will be less than t ≤ TC , we will be able

to use Weinberger model for running the non-delay CE

algorithms in delayed feedback scenarios.

The Weinberger’s algorithm operates as follows. First,

let’s assume that the constant delay is equal to the

time of the transmission of 4 packets or τ0 = 4 time
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Fig. 2. Temporal correlation vs. delay time, fc = 2.4GHz

steps. At the start of operation, an instance of a non-

delayed CE algorithm (I1) makes a decision. Then the

status of I1 will change to waiting until receiving the

feedback of its decision. While I1 instance is waiting

to receive the feedback, another instance of non-delayed

CE algorithm starts to operate. Clearly, since our delay

is equal to four time steps, we need four different

instances of non-delayed CE algorithm. As soon as the

first feedback arrives, the waiting instance will start to

operate. Figure 3 illustrates the time sequence of the

Weinberger’s algorithm operation with the constant delay

of τ0 = 4.

In addition to Weinberger’s algorithm, to handle the

delayed feedback problem in non-delayed CE algorithms,

we can formulate CE in the form which ignores the

delayed feedback until they arrived. In this form, the CE

avoids the idle status in the times that it’s waiting to hear

back from the receiver. The non-delayed CE algorithm

needs to pretend that no decisions are made up to the

current time. Then, it will make a decision based on the

currently available information. The operation of these

CEs will be implemented with two independent threads.

While the main Thread is making decisions based on

the observed channel conditions at time t, the second

thread is waiting to receive feedback from the previously

made decisions to update the observation database of the

operating CE. We are going to call this type of CEs as

Not Waiting CE (NW-CE) algorithms.

To evaluate the performance of the Weinberger and

NW-CE algorithms and analyze the effect of delay on

a communication system, we use two non-delayed CE

algorithms: Gittins strategy and ǫ-Greedy. We also use

a 4 × 4 MIMO system with QPSK, 8PSK, 16, 32, 64,

128 and 256 QAM as a modulation type with eight
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Fig. 3. Time sequence of Weinberger’s algorithm operation.

error correction rates: 1, 7

8
, 3

4
, 2

3
, 1

2
, 1

4
, 1

6
and 1

8
and

antenna techniques: VBLAST, STBC and MRC. For our

channel scenarios, we consider an SNR in the range of

0-50 dB and the log10 of the eigen spread (κ) of the

channel matrix in the range of 0-12. The CR also has 12

channels available with different SNRs and bandwidths

(either 1.25 or 2.5 MHz).

In the first experiment, to compare the effect of

delayed feedback, we consider two scenarios. First, we

assume that there is no delay, and that the CE algo-

rithms will receive the feedback immediately. Second,

we assume a constant delay based on the LTE protocol

to be τ0 = 4. Figure 4 illustrates the obtained throughput,

with their confidence bound by the CE algorithms when

there is no delay τ0 = 0. The results are the mean of

1000 independent experiments. The performance of the

CEs represents that after almost 500 time steps, both

algorithms will converge to the optimal performance with

a tight confidence bound.
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Fig. 4. ǫ-Greedy and Gitting strategy CE algorithms without delay

Figure 5 represents the effect of the constant delay.

As we discussed, delay has a multiplicative effect on

the regret bound of a CE based on the amount of the

delay. The plot shows that none of the CE algorithms

are able to find the optimal option in 1000 time steps

In addition, their confidence bound illustrates the high

level of uncertainty on the obtained performance over

1000 independent experiments.
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Fig. 5. ǫ-Greedy and Gitting strategy CE algorithms with the constant

delay τ0 = 4

Figure 6 shows the total amount of transferred data

with the presence of delay τ0 = 4 and when the com-

munication system receives the feedback immediately.

Clearly, we can see the multiplicative effect of the delay

on the total transferred data. This is more clear when

we compare the performance of annealing ǫ-greedy [24]

algorithm in both cases.

Figure 7 illustrates the results of the NW-CE algorithm

in the presence of delay. To generate this result we

used the same communication system used for previous

experiments and we assumed the constant amount of

delay τ0 = 4. Figure 7(b) shows the effect of the constant

delay on the performance of CE algorithms when we use

NW-CEs.
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Fig. 6. Total amount of transfered data by using CE algorithms in

the presence of delay and without delay
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Fig. 7. Performance of the NW-CE ǫ-greedy and gittins strategy

in the presence of delay with ǫ-greedy and gittins CEs. Part (a)

represents the obtained throughput as the objective of NW-CE when

τ0 = 4. (b) shows the total transferred data when NW-CE faces

different amount of delays. The figure clears the additive effect of

the delay on the regret bound.
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Fig. 8. Comparison between the effects of delay on Weinberger and

NW-CE algorithms.

To compare the impacts of the delay on CE algo-

rithms, we considered three different amount of delays

and compared the performance of CEs with the non-

delayed environment. Figure 8 shows the total data

transferred with two CE algorithms: ǫ-greedy and Gittins.

We used both Weinberger and NW strategies to handle

the delayed feedback with each of CE algorithms. The

results indicate that the delay handler strategy plays

more important role than the CE algorithm’s type. For

example, in the Figure 8, the performance of both Gittins

and ǫ-greedy CEs exponentially decreased with respect

to the amount of delay. However, by using NW strategy,

their performance decrease linearly.

IV. CONCLUSIONS

In this paper, we studied the effects of delayed feed-

back on the performance of cognitive radios engines

and compared the performance of two different CE

algorithms and two different delay handling strategies

together. To this end, we first formalized the delayed

feedback scenario in wireless communication systems

and proposed a stochastic model for the CE’s decision-

making process in delayed feedback environments. Sec-

ondly, we analyzed the effects of delay on CE algorithm’s

performance. Our results indicate that the delay handling

strategies are more effective than the CE algorithms to

deal with delayed feedback problem.
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